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Corpus-based linguistic research relies to a considerable degree on automatic
methods of text processing (e.g., sentence segmentation, tokenization) and anno-
tation (e.g., part-of-speech (PoS) tagging, syntactic phrase detection/categori-
zation). While a corpus annotated at shallow levels of linguistic organization
(such as PoS or syntactic phrases) is a very valuable resource for many tasks of
linguistic analysis (e.g., collocations, word lists, PoS distributions etc), in many
contexts it is desirable to have available explicit functional-grammatical or se-
mantic information as well (cf. Teich (2009)). Since there exist no sufficiently
reliable automatic methods for annotation in terms of such more abstract lin-
guistic features, typically annotation must be carried out manually, supported
by special-purpose annotation tools (e.g., MMAX2 (Müller & Strube, 2006),
ExMaralda (Schmidt, 2005), UAM Corpus Tool (O’Donnell, 2008), RST-Tool
(O’Donnell, 2000)).

Due to an increased interest in more sophisticated corpus processing, linguists
as well as computer scientists build up processing pipelines for their analysis
tasks. This, in turn, raises the issue of integrating/harmonizing different types
of annotation that have possibly been produced by different tools (cf. frameworks
such as GATE (Cunningham et al., 2002) or Apache UIMA (Ferrucci & Lally,
2004)). However, the issue of integrating automatic and manual annotations has,
to our knowledge, not been explicitly addressed.

In this paper, we present a computationally supported work flow for inte-
grating automatic and selective manual annotation. The work flow proceeds
in the following steps. Given a corpus containing a set of documents, step (1)
performs a basic automatic analysis (tokenization, lemmatization, PoS-tagging,
etc). Based on the results of this analysis, step (2) selects candidate units for
further, manual annotation by means of query. Step (3) extracts these units
from the different source documents included in the corpus and aggregates them
into a single document convenient for manual annotation. Step (4) merges the
manually annotated units back into the original corpus.

The computational basis for this work flow is provided by AnnoLab (Eckart,
2006; Eckart & Teich, 2007), a modular extensible framework for managing text



corpora annotated at multiple levels of linguistic organization, so called multi-
layer annotations. Each layer is represented in an XML document and the dif-
ferent layers are connected to the text data via stand-off references. It uses
Apache UIMA to orchestrate linguistic processing pipelines. We have developed
additional plug-ins to AnnoLab to export an automatically annotated corpus
to external query tools and manual annotation tools as well as merge man-
ually created annotations back into the corpus. To ensure a correct merging,
stand-off information is maintained during the whole process by automatically
adding stand-off information as extra annotations in the external tools. In case
the stand-off anchors become invalid, e.g., because errors in the corpus have
been corrected while manual annotation was in progress, we use a simple string-
searching approach to locate the annotated sentence in the document.

In our talk, we present this work flow as well as the relevant parts of the An-
noLab system and show its application in a concrete corpus analysis scenario.
The application is register analysis (cf. Halliday (1985a,b); Halliday & Hasan
(1989)) of a 17 million words corpus of English scientific texts from different do-
mains (Teich & Fankhauser, to appear; Teich & Holtz, in press). Here, we first
use AnnoLab to run a processing pipeline that extracts the text from the corpus
source files (PDF and HTML), creates PoS and lemma annotations employ-
ing TreeTagger (Schmid, 1994) and exports the annotated corpus to IMS-CWB
(Christ, 1994). Then we use IMS-CWB’s query tool CQP to locate and extract
units for manual analysis. Finally, using two AnnoLab plug-ins, we convert the
query results (typically a set of sentences) into a project for the UAM Corpus
Tool, which is employed for selective manual analysis of functional-grammatical
features, and merge the manually created annotations back into the corpus.

Integrating automatic and manual (selective) annotation is an issue in many
contexts of corpus-based linguistic research. The method we have developed
exploits automatic analysis tools and querying to quickly locate, aggregate and
annotate candidate linguistic units for manual analysis. A consequent stand-off
approach maintaining stand-off information across various tools allows to merge
manually created annotations back into the corpus. A fallback simple string-
searching strategy was suggested to handle changes to the corpus. The method
can be improved by using a more sophisticated fallback strategy, e.g., employing
edit distance.
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