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Abstract. The main objective of our experiments in the domain-specific
track at CLEF 2008 is utilizing semantic knowledge from collaborative
knowledge bases such as Wikipedia and Wiktionary to improve the ef-
fectiveness of information retrieval. While Wikipedia has already been
used in IR, the application of Wiktionary in this task is new. We evalu-
ate two retrieval models, i.e. SR-Text and SR-Word, based on semantic
relatedness by comparing their performance to a statistical model as
implemented by Lucene. We refer to Wikipedia article titles and Wik-
tionary word entries as concepts and map query and document terms to
concept vectors which are then used to compute the document relevance.
In the bilingual task, we translate the English topics into the document
language, i.e. German, by using machine translation. For SR-Text, we al-
ternatively perform the translation process by using cross-language links
in Wikipedia, whereby the terms are directly mapped to concept vectors
in the target language. The evaluation shows that the latter approach
especially improves the retrieval performance in cases where the machine
translation system incorrectly translates query terms.
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1 Introduction

Statistical models are most frequently used in domain-specific information re-
trieval (IR). One of the disadvantages of these models is their lack of flexibility
concerning synonymy, i.e. expressing a concept with different terms. There exist
several approaches of tackling the problem of synonymy divided into local and
global methods.

Local methods like relevance and pseudo-relevance feedback try to refine the
representation of the user’s information need by using either manual or automatic
feedback about already returned documents. However, these methods require
that the relevant documents show a significant term overlap, and that the term
overlap between relevant and irrelevant documents is small. Also they are not



able to close the gap between the vocabulary used in queries and in documents,
i.e. query terms which do not explicitly occur in the document collection cannot
be expanded with related terms.

Global methods expand the query with related terms using either automati-
cally built thesauri based on the document collection or external linguistic knowl-
edge bases like WordNet [1]. Using thesauri which are based on the document
collection also suffers from the inability to close the vocabulary gap, if query
terms do not occur in the document collection. The use of linguistic knowledge
bases for query expansion has shown inconclusive results so far. Voorhees [2]
could improve retrieval performance only in some cases even for manually se-
lected expansion terms, while Mandala et al. [3] improved the performance on
several test collections by combining a linguistic knowledge base with different
types of thesauri built from the underlying text collections. The general problem
of query expansion is that in fact it is able to improve recall in certain situations,
but at the same time precision degrades as also irrelevant terms are added to
the query.

Another knowledge-based approach to tackle the problem of synonymy is
to use retrieval models which are based on semantic relatedness (SR) between
query and document terms computed by using linguistic knowledge bases. Al-
though first results of employing SR in IR were inconclusive [4], there have also
been several promising results, e.g., [5,6]. One of the main problems with us-
ing linguistic knowledge bases for semantically enhanced IR is the low coverage,
especially of domain-specific vocabulary.

A new form of resources, so called collaborative knowledge bases [7] have
the potential to overcome these limitations. Enabled by Web 2.0 technologies
which simplify the editing and annotation process of web content, collaborative
knowledge bases are constructed by volunteers on the web and have reached
a size which makes them promising for improving IR performance. The most
widely used and probably largest collaborative knowledge base is Wikipedial
which contains encyclopedic knowledge in a broad range of domains.

For our experiments in the domain-specific track at CLEF 2008 [8], we employ
Wikipedia and for the first time Wiktionary? as knowledge bases for SR-based IR
models. We compare their performance to a statistical model and also combine all
three models by adding their respective relevance scores for each document. We
perform the experiments for the languages English, German, and Russian. For
bilingual IR experiments using English topics on a German document collection,
we use (i) machine translation methods for statistical and semantic IR models,
and (ii) cross-language links in Wikipedia for one of the semantic IR models.

2 Information Retrieval Models

Besides applying standard preprocessing steps like tokenization and stopword
removal, we use the TreeTagger [9] for lemmatization. For the German test data,

! http://www.wikipedia.org
2 http://www.wiktionary.org



we also split compounds into their constituents [10], and we use both constituents
and compounds in the retrieval process. As baseline IR model we use Lucene?
which is based on the vector space model. We also use Lucene for combining it
with the semantic models.

2.1 Semantic Models

In our experiments, we adapt a method proposed by Gabrilovich and Markovitch
[11] where article titles in Wikipedia are referred to as concepts and the article
texts as textual representation of these concepts. The concept vector of a term
consists of its ¢f value in the respective Wikipedia articles. In order to map a
document or a query to its concept vector, we first build the concept vectors for
all its terms. We then sum up the concept vectors after normalizing each vector
and scaling it with the respective term’s tf and idf values. Given the concept
vector of a query and a document, we use the cosine of the angle between the
two vectors as relevance score. We refer to this model as SR-Text.

Additionally, we employ a retrieval model proposed in [12], which we refer to
as SR-Word. We extended the model by also taking into account the idf value
of document terms and the tf value of query and document terms. This model
is represented by the following equation:

Doty 2oty tf (ta,iy d) - idf (ta) - tf (tg,5,9) - idf (tg,5) - s(tai te,;)
(1 =+ nnsm) : (1 + nnr)
(1)

where ng is the number of unique terms in the document, n, the number of
unique terms in the query, tg; the i-th unique document term, t,; the j-th
unique query term, s(tq;,tq,;) the SR score for the respective document and
query term (using the cosine of the respective terms’ concept vectors as score
analog to SR-Text), nysm, the number of unique query terms not literally found
in the document, and n,, the number of unique query terms which do not
contribute a SR score above a predefined threshold. For SR-Text and SR-Word,
we compute tf and idf as follows:

EF(t) = 1+ log £ (1) (2)

where f(t) is the frequency of term ¢ in the corresponding document or query,
and

T'SR(da (1) =

. Ndocs
idf (1) = log e (3)
where ngoes is the number of documents in the collection and df (¢) is the number
of documents in the collection containing term t¢.
Besides Wikipedia we use Wiktionary as a knowledge base for the IR models.
Thereby, we refer to each word entry in Wiktionary as a distinct concept, and use
the entry’s information as the textual representation of a concept analogous to

3 http://lucene.apache.org



the text of Wikipedia articles (for details see [13]). In order to improve retrieval
effectiveness, we combine the concept space of Wikipedia and Wiktionary, so
that the concept vector of one term consists of concepts from both knowledge
bases. For Wikipedia we remove concepts where the respective Wikipedia arti-
cles have less than 100 words or fewer than 5 in- or outlinks. For both Wikipedia
and Wiktionary, we remove concepts from a term’s concept vector if their nor-
malized values are below the predefined threshold of 0.01. The pruning methods
are applied with the goal of noise reduction and better performance. For access-
ing the collaborative knowledge bases we use freely available Java-based APIs
described in [7].

2.2 Combination of Models

As the statistical and semantic models use different types of information repre-
sented in queries, documents and possibly external knowledge, we hypothesize
that a combination of the models might increase the retrieval effectiveness. We
therefore combine their relevance scores computed separately into one relevance
score for each document per query. For computing the combined relevance score,
we use the CombSUM method which was introduced by Fox and Shaw [14] where
the combined relevance score is set to the sum of the individual relevance scores.
Before combining the scores, they are normalized using the formula:

Torig — Tmin
Tnorm = (4)
Tmax — T'min
where 7,4 is the original relevance score, 7p,;, is the minimal and 7,4, is the
maximal occurring score for the query.

3 Evaluation

We experiment with several query types by using different combinations of the
topic fields. In our training runs using topics from the past CLEF workshops, we
found that the retrieval effectiveness improved when query terms are weighted
depending on the field in which they occur. We therefore use the following
weights for query terms in all experiments: 1 for title (T), 0.8 for description
(D), and 0.6 for narrative (N).

We set the threshold for SR values in SR-Word to the following values as
they showed the best performance in the training runs: 0.25 for English, 0.11 for
German, and 0.23 for Russian.

Besides the officially submitted runs, we performed several experiments where
the concept vectors used in SR-Text were normalized again after removing some
concepts that had values below the predefined threshold of 0.01. We found that
the performance increased slightly for most experiments. We therefore report
the results of these new experiments together with some other additional runs.



3.1 Monolingual Retrieval

Table 1 shows the mean average precision (MLAP) of each model and the com-
bination of all models over query length and language for the monolingual ex-
periments. For English and German, we used the combination of Wikipedia and
Wiktionary as knowledge base, for Russian we used only Wikipedia as the API
for Wiktionary does not allow to parse the Russian Wiktionary edition.

For English, Lucene outperforms the semantic models for all query types.
For German this is only the case for the longest query type TDN. Using query
types T and T'D, the SR-Word model outperforms Lucene. Except for the query
type T where SR-Text performs best, the semantic models are outperformed
on the Russian data set by Lucene. However, when Lucene is combined with
the semantic models by using the CombSUM method, MAP increases for all
languages and query types and outperforms the separate models. Compared
to Lucene, the highest and statistically significant* increase of MAP is 9% for
English and 15% for German. For Russian we receive the best result when Lucene
using query type TDN is combined with SR-Word using query type T. This
results in a MAP of 0.1491 which is an increase of 16% as compared to Lucene.
However, the difference is not statistically significant.

The performance of Lucene almost consistently increases for longer query
types on all three languages. For SR-Text we also observe a trend to perform
better for longer queries except for Russian. For SR-Word the trend is opposite
for German and Russian.

For English and German, we also performed experiments using either Wiki-
pedia or Wiktionary separately as knowledge base. The results show that for
German the combination of Wikipedia and Wiktionary slightly improves the
performance in most cases. For English using only Wikipedia often performs
better than using the combination of both knowledge bases. Using Wiktionary
separately always performed worse than using Wikipedia or the combination of
both.

Table 1. The MAP values of the monolingual runs. The highest value of the separate
models is in bold for each query type.

English German Russian
T TD | TDN T TD | TDN T TD | TDN
Lucene 0.2514(0.2983|0.2987| 0.3405 | 0.3318 |0.3536| 0.1194 |0.1254|0.1286

SR-Text 0.2020 | 0.2220| 0.2521 | 0.2761 | 0.3204 | 0.3302 |0.1277| 0.1096 | 0.0745
SR-Word 0.2351 | 0.2595 | 0.2526 |0.3605|0.3548| 0.3248 | 0.1211 | 0.1058 | 0.0930

[Combination[ 0.2735 [ 0.3104 [ 0.3211 [ 0.3719 [ 0.3820 [ 0.3922 [ 0.1387 [ 0.1383 [ 0.1330 |

4 We used a paired t-test to determine the statistical significance.



3.2 Bilingual Retrieval

In the bilingual retrieval, we use English topics with the German document col-
lection. The English topics are translated into German using machine transla-
tion® (MT). For the SR-Text model, we additionally explore a different method
using the cross-language links (CLL) between language specific editions of Wiki-
pedia. A cross-language link points from an article in one language to the same
article in a different language, e.g. an English article might point to its German
counterpart. By using these links, we map a concept vector whose concepts are
represented by articles in the English Wikipedia into a concept vector whose
concepts are represented by articles in the German Wikipedia. Thus, by trans-
forming the concept vector of an English query using cross-language links, the
similarity between the English query and a German document is computed by
the SR-Text model without actually translating the query.® As Wiktionary also
has cross-language links and furthermore many of the word entries contain trans-
lations of the term into other languages, it is possible to apply the CLL method
to both Wikipedia and Wiktionary. However, we only report the results for using
CLLs in Wikipedia.

The results of the bilingual runs are shown in Table 2. Generally, the MAP
values in our bilingual runs are much lower compared to the monolingual German
runs as both methods, MT and CLL, add noise to the retrieval process. For
the query types T and TD, SR-Word is the best performing model. For the
query type TDN, Lucene performs slightly better than SR-Word. At first sight,
SR-Text using MT seems to yield better results than SR-Text using the CLL
method. When combined with the Lucene model, SR-Text-CLL outperforms
SR-Text-MT. When we use the respective best performing query type for each
model, the combination of Lucene with query type TDN, SR-Text-CLL with
query type TD and SR-Word with query type T results in a MAP of 0.2350
which is the best performance of our bilingual runs. Compared to using Lucene
alone, this is a significant increase of 35%. This run is not shown in Table 2.

Analyzing the results of individual queries, we found that the CLL method
is especially beneficial in cases of substantial translation errors for the query
terms. In topic no. 209 where the English title field contains the terms Doping
and sports the correct German translation of Doping would be the same term
Doping. Instead, it is incorrectly translated by the machine translation system
to Lackieren which has the meaning of painting or varnishing. As the Lucene
model relies on the translation with the MT system, the combination with SR-
Text using the CLL method especially improves the retrieval in these cases.
The lower performance of SR-Text-CLL compared to SR-Text-MT when not
combined with Lucene might result from missing cross-language links between
articles in the German and English Wikipedia. Not even half of the articles in
the German Wikipedia link to the respective articles in the English Wikipedia.

® http://babelfish.yahoo.com/ which is based on the Systran Translator.

5 As we do not actually translate the query terms, we have no information about the
document frequency of a query term to compute its idf value. Therefore, we use the
term’s document frequency in Wikipedia for computing its idf value.



Table 2. The MAP values of the bilingual runs. The highest value of the separate
models and the combinations is in bold for each query type.

T TD | TDN
Lucene 0.1490 | 0.1638 |0.1746
SR-Text-MT 0.1173|0.1519 | 0.1547
SR-Text-CLL 0.1193]0.1288 | 0.1225
SR-Word 0.1806|0.1760| 0.1688
Lucene + SR-Text-MT 0.1476 | 0.1783 | 0.1925
Lucene + SR-Text-CLL 0.1963 |0.2139|0.2205
Lucene + SR-Text-MT + SR-Word 0.1687{0.1891 | 0.1976
Lucene + SR-Text-CLL + SR-Word 0.2003|0.2117 | 0.2162
Lucene + SR-Text-MT + SR-Text-CLL + SR-Word| 0.1944 | 0.2089 | 0.2128

4 Conclusions

In our experiments, we have explored the integration of semantic knowledge from
collaborative knowledge bases into IR. For the first time, we have employed Wik-
tionary in combination with Wikipedia for this task. We have evaluated two IR
models (SR-Text and SR-Word) based on semantic relatedness by comparing
their performance to a statistical model as implemented by Lucene. In these se-
mantic models, the articles in Wikipedia and the word entries in Wiktionary are
employed as textual representations of concepts. The SR-Text model computes
the similarity of a query and document by summing up the concept vectors of
the query and document terms respectively and then computing the cosine of
the angle between the query’s and the document’s concept vector. The SR-Word
model combines individual similarities of each query and document term pair
that are above a predefined threshold and then applies a set of heuristics to
compute the final relevance score.

In the monolingual task, the combination of Lucene and the semantic models
increases the MAP by 9% for English, 15% for German, and 16% for Russian
as compared to Lucene. In the bilingual task, we translated the English topics
into the document language, i.e. German, by using machine translation. For SR-
Text, we additionally explored a different method using the cross-language links
between different language editions of Wikipedia. This approach especially im-
proved the retrieval performance in cases where the machine translation system
incorrectly translated terms. When Lucene was combined with SR-Text-CLL and
SR-Word, the MAP increased by 35%. In our future work, we will additionally
use the cross-language links in Wiktionary to further improve the IR effective-
ness. We also plan to integrate the cross-language links into the SR-Word model.
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