LRT,;.;: Enriching the Likelihood Ratio Test with
Encyclopedic Information for the Extraction of Relevant Terms

Niklas Jakob and Mark-Christoph Miiller and Iryna Gurevych
Ubiquitous Knowledge Processing Lab
Technische Universitdt Darmstadt
Hochschulstr. 10, 64289 Darmstadt, Germany
{njakob, chmark, gurevych} @tk.informatik.tu-darmstadt.de

Abstract

This paper introduces LRT,;x;, an improved vari-
ant of the Likelihood Ratio Test (LRT). The central
idea of LRT,,;1; is to employ a comprehensive do-
main specific knowledge source as additional “on-
topic” data sets, and to modify the calculation of the
LRT algorithm to take advantage of this new infor-
mation. The knowledge source is created on the ba-
sis of Wikipedia articles. We evaluate on the two re-
lated tasks product feature extraction and keyphrase
extraction, and find LRT,,;x; to yield a significant
improvement over the original LRT in both tasks.

1 Introduction

The identification of the most relevant terms! in a docu-
ment collection is one of the pervasive tasks in natural lan-
guage processing. A fundamental application of this task
is keyphrase extraction [Turney, 2000], which aims at de-
termining the most important terms in a document. The
resulting keyphrases are assumed to reflect the document
topic, and they are typically used for summarization, clus-
tering, or search. Another application, which is gaining im-
portance due to the popularity of Web 2.0, is product fea-
ture extraction [Yi er al., 2003], which is often performed
on customer reviews. Here, identified product features are
used to create feature-oriented summaries of customer re-
view collections, or as the basis for extracting opinions about
features. Keyphrase extraction and product feature extrac-
tion mainly differ in their definition of “relevance”. In
keyphrase extraction, the goal is to identify those terms in
a given document which best describe its topic by distin-
guishing it from documents with different topics. Individ-
ual mentions of the same term are not considered. In prod-
uct feature extraction, on the other hand, the goal is to ex-
tract all mentions of features of a given product. At the
same time, it is important to only extract features of the prod-
uct under review, and not of any other products mentioned
e.g. in comparisons. Approaches which rely on statistical
information have been successfully employed for both ap-
plications in previous research [Tomokiyo and Hurst, 2003;

"We use rerm here to cover both single terms and multi-term ex-
pressions.

Yi er al., 2003]. Both of the above approaches utilize the
Likelihood Ratio Test [Dunning, 1993] (LRT), which is well
suited for the identification of relevant terms from document
collections, since it does not assume a normal distribution of
the variables (= frequencies of the terms) in the data. LRT
compares the frequencies of candidate terms in the document
collection to be analyzed with their frequencies in a general-
language corpus and calculates the likelihood that a term is
relevant for the given document collection.

For product feature extraction in customer reviews, other sta-
tistical methods have also been used: Hu and Liu [2004] try
to summarize customer reviews and present a system which
uses association mining to extract product features in opinion-
ated sentences. They only present an evaluation of the com-
bined product feature extraction and opinion mining steps,
and report an average F-measure of 0.79 with the best con-
figuration. One advantage of their system is that it does not
rely on any pre-built knowledge base, but only uses statisti-
cal information. Popescu and Etzioni [2005] employ Point-
wise Mutual Information to compute the probability that a
candidate term is a feature of a given product, and they re-
port an average F-measure of 0.758. Since the calculation
of Point-wise Mutual Information requires a very large cor-
pus, they use the web and a web search engine. Wong et
al. [2008] model product feature extraction as a Dirichlet pro-
cess prior which they then use in an Expectation Maximiza-
tion algorithm. They reach an average F-measure between
0.58 and 0.95 on their four datasets. The Sentiment Analyzer
system by Yi et al. [2003] includes a product feature extrac-
tion component utilizing base noun phrase patterns and LRT.
For their product feature extraction step (on two datasets), Yi
et al. [2003] report precision values of 0.97 and 1.0, but no
recall. In [Ferreira et al., 2008] we present a comparative
evaluation of the approaches by Hu and Liu [2004] and Yi et
al. [2003], this time evaluating product feature extraction in-
dependently of opinion detection. They find two limitations
of LRT: 1) it often fails to identify rare product features, and
2) it also often fails to identify terms that are both product
features and general vocabulary items (e.g. weight, speed,
option).

This paper introduces LRT,,;x;, our extension of the Likeli-
hood Ratio Test algorithm, which addresses the above limita-
tions by enriching LRT with encyclopedic information drawn
from Wikipedia. In LRT,,;x;, Wikipedia is employed as a



general-purpose source of domain knowledge. We analyze
the performance of LRT,,;x; in two different tasks: In the
first scenario we employ the algorithm for product feature
extraction as in [Ferreira et al., 2008], in the second scenario
we employ it for keyphrase extraction as in [Tomokiyo and
Hurst, 2003]. The remainder of this paper is structured as
follows: Section 2 gives an overview of the data we use in
our experiments. Section 3 describes LRT,,;1;, our proposed
extension of LRT, and Section 4 contains the experimental
results and discussion. Conclusions and future work can be
found in Section 5.

2 Employed Corpora

2.1 Data for Product Feature Extraction

We use the dataset as in [Ferreira et al., 2008], for which a
corpus originally annotated by [Hu and Liu, 2004] was rean-
notated. In contrast to the original annotations, in [Ferreira et
al., 2008] we annotated all mentions of product features, irre-
spective of there being an opinion expressed about them. Ta-
ble 1 outlines some statistics on the dataset. We did not report
any inter-annotator agreement statistics before, but since we
are interested in the agreement (e.g. as an upper bound for the
evaluation of the product feature extraction task), we reanno-
tated a subset of the corpus in a controlled manner. First, we
randomly selected 60 sentences from each of the five product
review sets, and then we had two human subjects annotate
them following the guidelines presented in [Ferreira et al.,
2008]. Due to the skewed class distribution (the vast majority
of terms in product reviews are not product features), we sim-
ply calculated Precision, Recall, and F-measure (instead of
e.g. Kappa) on the overlap between the two annotators. The
overlap was calculated rather strictly by considering only ex-
act matches in the product feature annotation. The results of
the annotation overlap measurements are shown in Table 2.

Table 1: Product review datasets

Dataset Documents | Sentences Featl.lre
Mentions
Digital camera 1 (DC1) 45 597 594
Digital camera 2 (DC2) 34 346 340
Cell phone (CP) 41 546 471
MP3 player (MP3) 95 1716 1031
DVD player (DVD) 99 739 519

Table 2: Annotation overlap for product feature mentions

Dataset | Sentences | Words | Features | F-measure
DC1 60 980 67 0.736
DC2 60 1029 69 0.747

CP 60 1001 63 0.825
MP3 60 830 46 0.745
DVD 60 883 52 0.477

An analysis of the annotation overlap shows that product
feature extraction is not a trivial task. F-measure on the DVD

player dataset is particularly low. We observe that this is due
to excessive usage of abbreviations regarding the product in
this document collection (e.g. referring to the product with
just its model number) and some disagreement regarding their
annotation.

2.2 Data for Keyphrase Extraction

The data we employ in our keyphrase extraction experiments
is originally from the DUC2001 dataset [Over, 2001]. The
corpus consists of 309 news articles with keyphrases anno-
tated by Wan and Xiao [2008]. The articles cover 30 different
news topics and have an average length of 740 words. The an-
notation involved two annotators, who were allowed to select
a maximum of 10 distinct keyphrases per document. Wan and
Xiao report an inter-annotator agreement of 0.70 «. After the
annotation, the annotators created the final gold standard by
resolving conflicting annotations in a discussion. The average
number of keyphrases per document is 8.08, and the average
number of words per keyphrase is 2.09 [Wan and Xiao, 2008].
Since LRT requires a collection of “on-topic” documents for
extracting the most relevant terms, we selected the two largest
subsets of the DUC2001 datasets. Each of the two subsets
(DUC IDs: d06a & d34f) contains 16 documents.

3 LRT and LRT ,;;;

3.1 LRT

LRT was introduced by Dunning [1993] and has been em-
ployed for many different NLP-related tasks, since the algo-
rithm does not assume that the population it operates on is
distributed normally or approximately normally, which is true
for the frequencies of terms in a text. In short, LRT identi-
fies relevant terms from a document collection by comparing
the frequencies of the candidate terms in the “on-topic” docu-
ments with their frequencies in a general language “off-topic”
document collection. It uses a contingency table for the cur-
rent candidate term 7°, for which the frequency related values
C11 to Coy are extracted from the “on-topic” document col-
lection D and the “off-topic” document collection D_. Ta-
ble 3 outlines the different elements of the contingency table,
the LRT definition is shown in Equation (1).

Table 3: Contingency table for candidate term T’

Dy | D_
T| Cit | Ciz
T | Cor | Ca
Cn Ca1 Ci1+Cxn

r1

:O11—|-C127r2 - Co +022,r: Ci1+ Ci2 + C21 + Ca2

Ir =(C11 + Ca1) log(r) + (Ci2 + C22) log(1l — r) — C11log(r1)
—_ Clz log(l —_ 7‘1) — 021 log(rg) —_ 022 log(l — 7"2)
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In their application of LRT to product feature extraction, Yi
et al. [2003] and Ferreira et al. [2008] report high precision
but low recall. As already described in Section 1, in [Ferreira
et al., 2008] we observe that LRT typically misses product
features that have a low frequency in the “on-topic” document
collection - e.g. because only very few customers comment on
them - even if they do not occur in the “off-topic”” document
collection at all. In addition, LRT also misses terms which
are both product features and general vocabulary items, such
as speed, option, flexibility. Section 3.2 describes LRT ;x;,
which is our proposed enhancement of LRT specifically tar-
getting these two shortcomings.

3.2 LRTuii

LRT,;r; aims at improving the ranking of candidate terms of
two problematic candidate classes:

1. Candidate terms which occur in the “on-topic” docu-
ment collection with low frequency and not at all or with
a low frequency in the “off-topic” document collection

2. Candidate terms which occur both in the “on-" and “off-
topic” document collection with medium or high fre-
quency

The central idea of LRT,,;1; is to employ a comprehensive
domain specific knowledge source containing the terminol-
ogy typically used in the current domain as the source of ad-
ditional “on-topic” data sets, and to modify the calculation
of the LRT algorithm to take advantage of this new knowl-
edge source. The knowledge source is created on the basis of
Wikipedia.

Wikipedia Data

We chose the free online encyclopedia Wikipedia for two rea-
sons: 1) Due to its broad coverage, we can expect it to contain
articles about many topics. 2) Due to the encyclopedic style
of Wikipedia articles, they tend to focus on a single topic, and
normally do not contain irrelevant information.

Since our goal is to extract an additional corpus about the
pre-defined topic(s) dealt with in the document collection to
be analysed, we assume the topic to be known in advance.
We then query Wikipedia in order to retrieve one article for
each topic as the seed for retrieving the new “on-topic” data
sets. For the product classes from the Hu and Liu dataset,
we used the names provided in their paper (digital camera,
dvd player, mp3 player, cell phone). For each of these topics
there is either a Wikipedia article with the same title or an au-
tomatic redirect page (mp3 player — Digital audio player).
For the DUC data, we read the documents and inferred
the topics “police brutality” (d06a), for which Wikipedia
contains an article, and “atlantic hurricanes” (d34f), which
is redirected to “North Atlantic tropical cyclone”. The
Wikipedia-based document collection for each topic is built
by extracting the categories to which the seed article belongs
and then extracting all articles found in these categories. We
performed a simple ad-hoc filtering only: We ignored all
subcategories of “Wikipedia administration”, since they do
not carry any semantic content, and all categories with more
than 200 articles, since we regard them as too broad. The
article pages retrieved in this manner were then automat-
ically cleaned of all Wikipedia markup, metainformation,

references, and hyperlinks. The data we retrieved is extracted
from a Wikipedia dump from Feb. 2007. Some statistics
about the resulting data is given in Table 4.

Table 4: Content retrieved from Wikipedia

Wikipedia Seed Article R:trfeved Word Count
rticles
digital camera 263 161459
cell phone 250 204410
digital audio player 64 79099
dvd player 100 99898
north atlantic tropical cyclone 403 459046
police brutality 166 127216

Modifying the LRT Algorithm

The new Wikipedia content provides an additional document
collection Dy on the basis of which we can calculate C' 3 for
a given term 7', which are defined in analogy to Table 3. With
these new values we modify the calculation of the original
LRT Ir as follows:

lrmod :(Cllmod + 021) IOg(T) + (012m0d + C22) 1Og(1 - 7')

— C11mod log(r1) — Ci2moa log(l — r1) — Ca1 log(r2)
- 022 log(l — 1"2)

{Cn +Ci3 ifCii <tiand Cia2 <
Cllmod -

Ci1+ Ciz if Ci1 > taand Cio > Lo

0
Cl2mod - {max (0, C12 - 013)

if C11 < tiand Ci2 < t
if C11 > to and Cia > to

(@)

The two thresholds ¢; and ¢5 are used to set the boundaries
for terms with low frequency (¢1) and terms with medium or
high frequency (2).

4 Experiments

We model term extraction as a two-step process. In the
first step, candidate terms are extracted, and in the second
step, these candidates are ranked on the basis of their LRT /
LRT,,ix; values. An overview of our architecture is shown
in Figure 1. As in [Ferreira er al., 20081, we employed the
600 randomly selected documents from the UKWaC British
English web corpus [Ferraresi et al., 2008] as an “off-topic”
corpus (D_).

4.1 Product Feature Extraction

For the product feature extraction evaluation, we follow the
approach of Yi et al. [2003]. They specify their candidate
patterns as the following Base Noun Phrases (BNP): NN, NN
NN, JJ NN, NN NN NN, JJ NN NN, JJ JJ NN. These patterns
are applied inclusively, i.e. multi-term expressions (e.g. digi-
tal camera) are allowed to be matched more than once. This
way, occurrences of terms as parts of multi-term expressions
(e.g. camera) are counted several times, thus boosting the ex-
traction of the embedded term. After extracting the candidate
terms, both LRT versions calculate the likelihood score for
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Figure 1: Term extraction architecture

each. The resulting ranked list has then to be transformed
into a set of relevant and irrelevant features. Yi et al. [2003]
address this issue by selecting the top n features as relevant,
where n is the number of candidate features selected by the
most restrictive BNP pattern set of “beginning definite Base
Noun Phrases” [Yi er al., 2003]. While this approach can
lead to a high precision extraction, it unfortunately suffers
from an extremely low recall. Therefore, we propose a dif-
ferent method for selecting the threshold for distinguishing
relevant from irrelevant terms, which is based on the algo-
rithm for outlier detection presented in [Wilcox, 2001, page
38]. According to this method, the threshold ¢, rr for feature
extraction is set to:

tLrT = My + sdy, 3)

where my, is the mean likelihood value and sdj, is the stan-
dard deviation.

Table 5 shows the results obtained in [Ferreira er al., 2008]
and our experiments. The column “LRT Wilcox Threshold”
shows the effect of the dynamic threshold calculation while
using our reimplementation of the original LRT algorithm.
The column “LRT,,;x; Wilcox Threshold” shows the results
obtained by employing the dynamic threshold calculation and
LRT, ;. Following [Ferreira et al., 2008], we perform an
evaluation on each mention of a product feature, compar-
ing the lowercased and lemmatized forms of the automati-
cally extracted features with those in the gold standard. For
LRT,;xi, we set t1 to 5, which was empirically defined in or-
der to reflect a threshold under which we consider a term to
be rare. Likewise, the threshold t» was set to 10, meaning we
consider terms which are found more often to be frequently
occurring. These thresholds are optimal to the corpora we
experimented with while smaller or larger values might make
sense for different input corpora D .

4.2 Keyphrase Extraction

As we are interested in an state-of-the-art approach for
keyphrase extraction which is also unsupervised, we employ
the TextRank system [Mihalcea and Tarau, 2004]. We follow
Mihalcea & Tarau by selecting only adjectives and nouns as
candidate terms. The matching is done in a greedy fashion on
the terms’ POS tags with the following regular expression:
(JJ|JJR|JJS)*(NN|NNS|NP|NPS)*. Greedy match-
ing makes sure that only the longest matching phrases in a
sentence are selected as candidates. This matching strategy is
based on the observation that complete noun phrases are typi-
cally annotated as keyphrases in the DUC data set. For exam-
ple “accidental shooting death” is annotated as a keyphrase
and not just “shooting death” or “death”. Contrary to product
features, there is no clear-cut definition of what is and what is
not regarded as a keyphrase for a document. Therefore, dur-
ing our evaluation, we did not employ a threshold like in 4.1.
Alternatively, we evaluate Precision, Recall and F-measure of
the rop-n extracted keyphrases. As a baseline system we em-
ploy TextRank in its default configuration. The keyphrases
extracted by the TextRank system, the two versions of LRT,
and the keyphrases in the gold standard are lemmatized and
lowercased before comparison. When employing LRT iz,
we use the same thresholds ¢; and ¢ as described in Sec-
tion 4.1. We evaluate the top-n keyphrases (n < 10) on the
two datasets each containing 16 documents as described in
Section 2.2. The results of the keyphrase extraction evalua-
tion are shown in Table 6.

4.3 Error Analysis

As evident from Tables 5 and 6, LRT,,;;; consistently and
significantly’> improves F-measure in both applications. In
the following, we perform an error analysis in the two appli-
cations separately.

Product Feature Extraction Error Analysis

When comparing the results of “LRT Wilcox” with “LRT
in [Ferreira et al., 2008], one can already observe a con-
stant improvement in precision and recall. This shows that
the extraction strategy is also an important aspect of the LRT
which might deserve further research. In the task of product
feature extraction, the recall slightly decreases when compar-
ing LRT and LRT,;x; on two of the datasets (DC2, MP3).
However, the concurrent gains in precision outweigh them,
leading to an overall higher F-measure. The decrease of re-
call on some datasets can be explained as follows: A sub-
stantial amount of terms belonging to the specific vocabulary
of the domain have C7; and C12 values smaller than ¢; and
therefore receive a boosting from the new Wikipedia content.
The boosting often pushes their Ir,,,4 values into regions of
other terms which have a Cy; > t; and which would there-
fore typically be extracted as relevant. However, the boosting
effect raises the overall average likelihood ratio, which we
use to separate the relevant from the irrelevant terms. At the
same time, there are typically quite a few terms which occur

“Significance of improvement in F-measure is tested using a
paired one-tailed t-test and p < 0.05 (*), p < 0.01 (**), and p <
0.005 (***)



Table 5: Product Feature Extraction

LRT in [Ferreira et al., 2008] [| LRT Wilcox Threshold LRT;1; Wilcox Threshold
Dataset P R F P R F P R F AF
DC1 0.671 0.495 0.570 0.750 0.513 0.609 | 0.760 0.574 0.654 +0.045"
DC2 0.634 0.347 0.449 0.800 0.485 0.604 | 0.875 0474 0.615 +0.0117
Ccp 0.659 0.459 0.541 0.579 0.535 0.556 | 0.813 0.544 0.651 +0.095*
MP3 0.339 0.408 0.370 0.513  0.665 0.579 0.560 0.661 0.606 +0.027*
DVD 0.506 0.243 0.328 0.633 0416 0.502 | 0.667 0.458 0.543 +0.040"
Table 6: Keyphrase Extraction
TextRank LRT LRT irq
Dataset n P R F P R F P R F AF
d06a 1 | 0.18 0.029 0.051 || 0.000 0.000 0.000 | 0.062 0.010 0.017 +0.017"**
(16docs) | 2 | 0.125 0.039 0.060 || 0.094 0.030 0.045 | 0.375 0.119 0.180 +0.135"*"
3 10083 0.039 0.053 | 0.250 0.119 0.161 | 0.333 0.158 0.215 +0.054***
4 10.094 0059 0.072 || 0281 0.178 0.218 | 0.328 0.208 0.255 +0.037"**
5 | 0.088 0.069 0.077 || 0250 0.198 0.221 | 0.325 0.257 0.287 +0.066"**
6 | 0.073 0.069 0.071 || 0250 0.238 0.244 | 0.312 0.297 0305 +0.061"**
7 | 0.071 0.078 0.075 || 0.232 0257 0.244 | 0.295 0.327 0310 +0.066"**
8 | 0.070 0.088 0.078 || 0.234 0.297 0.262 | 0.273 0.347 0.306 +0.044**~
9 | 0.069 0.098 0.081 || 0.222 0317 0.261 | 0250 0.356 0.294 +0.033"**
10 | 0.075 0.118 0.092 || 0.219 0.347 0.268 | 0.238 0.376 0.291  +0.023**~
d34f 1 | 0467 0.053 0.096 || 0.062 0.008 0.014 | 0.062 0.008 0.014 +0.000
(16 docs) 2 0.500 0.115 0.186 0.062 0.015 0.024 | 0.062 0.015 0.024 +0.000
3 10500 0.168 0.251 || 0.042 0.015 0.022 | 0.062 0.023 0.033 +0.011**~
4 0.448 0.198 0.275 0.062 0.030 0.041 | 0.078 0.038 0.051 +0.010***
5 | 0431 0.237 0305 || 0.100 0.061 0.075 | 0.150 0.091 0.113 +0.038"**
6 0.393 0.252 0.307 0.115 0.083 0.096 | 0.167 0.121 0.140 +0.044***
7 | 039 0290 0335 || 0.125 0.106 0.115 | 0.170 0.144 0.156  +0.041"**
8 0.374 0305 0.336 0.148 0.144 0.146 | 0.172 0.167 0.169 +0.023***
9 | 0350 0.313 0331 || 0.139 0.152 0.145 | 0.167 0.182 0.174 +0.029"**
10 | 0.325 0.313 0.319 0.138 0.167 0.151 | 0.169 0.205 0.185 +0.034***

in almost every sentence (e.g. the product under review) and
which therefore influence the standard deviation. In general,
the boosting modification leads to a substantial increase in
the average likelihood ratio, while hardly affecting the stan-
dard deviation. This leads to a slight increase in the thresh-
old for the extraction of terms, with some relevant terms no
longer reaching it. On the DC1 dataset, e.g. LRT,;x; extracts
the correct product features “control”, “film”, and “sensor”,
while the original LRT misses them. At the same time, us-
ing LRT,,;x;, the correct features “external flash” and “lcd
screen” do not reach the threshold any more while the origi-
nal LRT extracts them.

This effect on the average likelihood ratio (which is even
more pronounced for the standard deviation) is caused by the
modification which aims to improve the extraction of relevant
terms also occurring in the general language corpus. Such
candidates typically have a rather high C; value, and due to
the Wikipedia content their C5 value is reduced, leading to
a very high likelihood ratio, which in turn leads to a higher
standard deviation.

The inclusion of the Wikipedia documents also exacer-
bates one of the issues mentioned in [Ferreira et al., 2008]:
If several reviews mention products of another manufacturer
or a different model (e.g. in comparisons), LRT (and also

LRT,;;) will extract them.

Since the documents from

Wikipedia are typically not limited to a single product, but
rather to a product class, they tend to contain names of several
different models and manufacturers. If such a name is men-
tioned in the “on-topic” documents, its likelihood ratio will
be boosted due to our algorithm modification. Overall, how-
ever, LRT,,;x; still leads to a significant improvement over
LRT regarding F-measure.

Keyphrase Extraction Error Analysis

When comparing the results of the keyphrase extraction based
on both versions of LRT with TextRank as a baseline, we ob-
serve that on the dO6a dataset both LRT versions perform con-
siderably better and on the d34f dataset considerably worse
than the TextRank system. However, the performance of
TextRank on the d34f dataset is much better than its average
on the entire DUC2001 dataset: TextRank yields an overall
F-measure of 0.132 at 10 extracted keyphrases on the entire
DUC2001 dataset®, while on the d34f dataset it reaches an
F-Measure of 0.319 at 10 extracted keyphrases. This is due
to the fact that, with three to five words, the keyphrases on
the d34f subset are rather long compared to those in the other
document sets (overall average keyphrase length in words:

3We obtained this result in a separate experiment.



2.0). When employed in a keyphrase extraction task, both
versions of LRT have the limitation that the relevance of a
term is calculated on the overall document collection. How-
ever, keyphrases are annotated with respect to their impor-
tance in individual documents. Therefore, LRT often fails to
extract keyphrases which are only relevant for one document.
This definition of relevance is different from the product fea-
ture extraction task, as terms are regarded as relevant over the
entire document collection.

5 Conclusions and Future Work

In this paper we presented LRT,,;;;, an enhancement of the
Likelihood Ratio Test, which makes use of encyclopedic doc-
uments retrieved from Wikipedia. The enhanced algorithm
leads to an improvement regarding the relevance ranking of
terms. Since Wikipedia is available in many languages and
its content is very broad, is seems to be a well suited resource
for extending a statistical method for term mining. We also
propose a method to calculate the threshold for the separa-
tion of relevant and irrelevant terms. In our empirical eval-
vation, LRT,,;x; yielded a significant improvement regard-
ing F-measure in two different tasks: keyphrase extraction
and product feature extraction. A limitation which remains
for product feature extraction regards terms which belong to
the current domain, but which are not features of the prod-
uct under review. Although somewhat less consistent, our re-
sults show that LRT,,;x; might also be a promising candidate
for keyphrase extraction. While our enhancements consis-
tently improve the results regarding F-measure over the orig-
inal LRT, both LRT and LRT,;x; are inferior to the non-LRT
baseline on one of two datasets. In future work, we plan to
further investigate this issue.

Other lines of future work include the following: We plan to
improve the threshold calculation for the separation of rele-
vant and irrelevant terms, since the current approach is opti-
mized for the original LRT, and not yet for LRT,;,;;. We will
also address remaining issues regarding the product feature
extraction task. For this, we plan to extract additional infor-
mation regarding individual products (e.g. product and manu-
facturer names) from Wikipedia, and to use this information
to filter out feature candidates not pertaining to the product
under review. We plan to extract this additional information
from semi-structured Wikipedia content (e.g. links, lists, and
tables), thus going beyond treating Wikipedia articles as flat
documents.
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