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Current Natural Language Processing (NLP) systems feaigiecomplexity processing pipelines
that require the use of components at different levels giistic and application specific processing.
These components often have to interface with externatreaghine learning and information retrieval
libraries as well as tools for human annotation and visatbn. At the UKP Lab, we are working on

the Darmstadt Knowledge Processing Software Repositol{P¢D) (Gurevych et al., 2007a; Muller

et al., 2008) to create a highly flexible, scalable and easyst toolkit that allows rapid creation

of complex NLP pipelines for semantic information procegson demand. The DKPro repository
consists of several main parts created to serve the purpbsigerent NLP application areas.

e DKProcorecomponents are general purpose analysis components. @opooents are read-
ers for generic text and XML files, and annotators for stathiqaeprocessing tasks like tok-
enization, sentence splitting, POS-tagging and lemntidiza stop word removal, parsifg
and others. The core also includes annotation consumerspree that can produce output in
the format used by the general-purpose annotation tool MiagMiller & Strube, 2006).

e DKProinformation retrieval components supply functionality for all phases of inforimat
retrieval, including indexing, retrieval, and (qualitegiand quantitative) evaluation. The com-
ponents use existing information retrieval frameworkg, iucene and Terriér Evaluation
components are based on the standard TREC evaluatiofi.tools

e DKPro components fotext mining include readers for importing text from specialized sites
like FAQs, forums like e.g. Nabble, social Q/A sites like YalAnswers, and Technorati. Since
these texts are often highly subjective, annotators foediety opinion- or sentiment-related
properties are also included.

e DKPro components fgorocessing user generated discour se are tailored towards tackling the
problems that come with noisy, error-ridden, and ill-fodriaput found in forums, blogs, and
other community web sites. They include components for gixelcking and -correcting and
for annotating e.g. swear words and artifacts like smileys.

So far, the DKPro repository has been successfully emplageithe technical framework in several
research projects at the UKP Lab:

e Semantic Information Retrievfflunded by the DFG) for information retrieval in the domain o
electronic career guidance (Gurevych et al., 2007b; Migteal., 2008), computing semantic
relatedness of words (Zesch et al., 2008), and construldkical semantic graphs (Schwager,
2008);

!Based on e.g. TreeTaggért(t p: / / www. i ms. uni - st utt gart . de/ pr oj ekt e/ cor pl ex/ TreeTagger /).
2Based on e.g. the Stanford parskt {p: // nl p. st anf or d. edu/ sof t war e/ | ex- par ser. shtm ) or the
BITPAR parserfitt p: // www. i ns. uni -stuttgart.de/tcl/SOFTWARE/ Bi t Par . ht ni ).
Shttp://1ucene. apache.org/ ,http://ir.dcs.gla.ac.uk/terrier/
“http://trec.nist.gov/trec_eval/trec_eval latest.tar.gz



e Question Answering for eLearningunded by the DFG) for question answering by mining
FAQs, question paraphrase recognition (Bernhard & Guievg008), automatic quality as-
sessment (Weimer et al., 2007), and comparative analysisesfgenerated discourse (Shen,
2008);

e Theseus-TEX@unded by the BMWI) andSentiment Analysis for eLearnirfiunded by the
DFG) as a common architecture for community mining, e.gniopi and trend mining in cus-
tomer reviews or blogs (Toprak, 2007; Qu, 2007; Ferreird. eR@08);

Parts of the DKPro repository will be released to the genmudlic in the near future. In particular,
general-purpose and selected information retrieval corapts will be made available at the UKP
Lab website. Further topic-specific toolkits, such as thmmainity mining toolkit and the toolkit for
processing user generated content, will be made availahiteegprojects evolve in the future.
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