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Abstract Our topic retrieval system, based on the passage-

level retrieval model, estimates the relevance be-

This paper describes our participation in the
TREC 2008 Blog Track. For the opinion task,

we made an opinion retrieval model that con-
sists of preprocessing, topic retrieval, opin-
ion finding, and sentiment classification parts.
For topic retrieval, our system is based on the

passage-based retrieval model and feedback.

For the opinion analysis, we creategpseudo
opinionated wordPOW), O, which is repre-
sentative of all opinion words, and expanded
the original query withO.

For the blog distillation task, we integrated
the average score of all posts within a feed,
and the average score of the most relevnt
post scores. We also examined the pseudo-
relevance feedback for the distillation task
by focusing on various document selection
schemes to expand the query terms. The ex-
perimental results show a significant improve-
ment over previous results.

tween a document and a given topic. To find docu-
ments which express an opinion about a given topic,
we first estimate the degree of how opinionated a
document is. Finally, we interpolate the topically
relevant score and the opinion score of a document,
and select the top, 000 documents as documents
that express an opinion about a given topic. Our
opinion analysis system is based on the lexicon-
based approach. For opinion analysis, we created a
pseudo opinionated woidPOW),O, which is repre-
sentative of all opinion words, and expand the origi-
nal query withO.

Blog distillation is similar to the resource selec-
tion problem in distributed information retrieval. We
formed two hypotheses to evaluate the degree of rel-
evance between a blog feed and a given topic, and
made two models to support these hypotheses. Fur-
thermore, we propose a novel approach to select
feedback documents for the pseudo relevance feed-
back.

1 Introduction

. . . .. 2 Preprocessin
Blog track explores information seeking behavior in P g

the blogosphere. Blog track was first introduced iTREC Blog06 collection contains permalinks, feed
TREC 2006. In TREC 2008, the Blog track has twdiles and blog homepages. We only used the perma-
main tasks: the opinion finding task and the blodink pages for the opinion retrieval task and the
distillation task. feed distillation task. The permalinks are encoded

Our approach to the opinion finding task is &by HTML, and there are many different styles
three-step process. The first is preprocessing stayg. permalinks. Beside the relevant textual parts,
HTML tags and non-relevant contents provided byhe permalinks contain many non-topical or non-
blog providers such as site description and menuslevant content such as HTML tags, advertise-
are removed. In the topic retrieval step, we select thaents, site descriptions, and menus, as well as topi-
top 3,000 documents ordered by topic-relevancecal contents.



The non-relevant content consist of many differfunction is as follows:
ent types of blog templates which may be provided
from commercial blog service venders to personal Scorep(Q, D) = plaax Score(Q,P)  (2)
users. We propose a simple and effective algo-
rithm, DiffPost to deal with the non-relevant con-|n Eq. 2, Q is a given queryScorep(Q, D) indi-
tent. Much of the non-relevant content does naiates the passage-level evidence of a docurbent
change in the same blog feed over a long periodp(D) is the pre-defined set of all possible pas-
of time. DiffPost assumes that unchanged conteghges. We can use the interpolation of the document-

between blog posts within the same blog feed angvel evidence,Scorep(Q, D), and the passage-
non-relevant (non-topical) content, and regards onlyye| evidence as follows:

changed content as relevant (topical) content.
To preprocess corpus, we firstly discarded aBcord@,D)=(1—«q)Scorep(@D)+aScorep@D) (3)
HTML tags, and applied DiffPost algorithm to re-
move non-relevant content. DiffPost segments eadtherea is the interpolation parameter, controlling
document into lines using the carriage return as e impact of the passage-level evidence on the final
separator. DiffPost tries to compare sets of linesimilarity score.
and then regards the intersection of sets as the non-Each score is calculated based on the language
content information. modeling approach. The relevance scores of doc-
For example, lef?; and P; be blog posts within ument, D, and passagepP, are defined as log-
the same blog feed. Le§; and S; be the sets of likelihood of query of the document), and the
lines correspond t&; and P;, respectively. passage,P, respectively. For the document lan-
guage model, we used the modified Dirichlet prior
Noisyln formation(P;, Pj) = S; N .S; (1) smoothing, DirV (Na et al., 2008a), which im-
proves the precision and handles the low perfor-
We discard non-relevant contents through thenance of retrieval for verbose type of queries at
set difference between a document and noisyhe same time. Due to its high precisidiirV al-
information. Finally, we removed stopwords fromlow us to obtain a more improved performance after

the content results of the DiffPost algorithm. the pseudo-relevance feedback. For the passage lan-
guage model, we used the Jelinek-Mercer smooth-

3 Topic Retrieval ing (Zhai and Lafferty, 2004).

3.1 Passage Based Ranking 3.2 Pseudo Relevance Feedback

Generally, a blog post consists of several topicSraditional pseudo-relevance feedback is document-
rather than presenting a single topic. Thus, even iflavel feedback which assumes that the entire content
blog postis relevant, it does not mean that all parts @ff a feedback document is relevant to a query (Zhai
the blog post are relevant. Instead, only some paréhd Lafferty, 2001). However, normal blog posts
of the blog post will be relevant to a query. Thereare topically diverse so that they may contain non-
fore, we extract some part or snippet of the blog postlevant parts as well as relevant parts about a given
known to be relevant to the query, and use it as eviepic. To remedy this problem, we adopted the com-
dence for the topic retrieval. pletely arbitrary passage-level feedback (Na et al.,
To this end, we adopted the passage-based 1a2608b).
guage model for the topic retrieval task. One of In a completely arbitrary passage-level feedback,
the most important issues in passage retrieval is thier top N documents, the best passages are extended
definition of the passage. We used a completelypy enlarging their context by maximally length in
arbitrary passage (Na et al., 2008c). the forward and backward directions. We use them
We used the score of the best passage, which ias feedback context instead of tdpdocuments, and
dicates the passage that maximizes its relevance update the query model based on the model-based
a query, as the passage-level evidence. Our rankifgedback (Zhai and Lafferty, 2001).



Table 1:

The topic and opinion retrieval scores

4.1 Opinion Scoring

(topic/opinion) for the Baseline Adhoc Retrieval TaskFor the opinion scoring module, most previ-

runs . ous approaches can be divided into two types,
run id MAP p@10 classification-based approaetmdiexicon-based ap-
1 08 0.4483/0.3671 0.6720/0.5560 proach(Ounis et al., 2006; Macdonald et al., 2007).
Overall | 0.4304/0.3252 0.6773/0.5000 oyr approach is based on the lexical-based ap-
5 08 0.4532/0.3684 0.7180/0.5860 proach.
Overall | 0.4567/0.3418 0.7640/0.5340 T determine the opinionatedness of a blog post,
5 08 0.4297/0.3484  0.7200/0.6060 \ye create gseudo opinionated worPOW), O,
Overall | 0.4330/0.3250 0.7573/0.5527 hich is a representative of all opinionated words,
4 08 0.49540.4052 0.7920.6440  and make a new querfPOW-annotated queny’,
Overall | 0.4696/0.3485 0.7560/0.5487 by addingO to the original query. For the opinion
5 08 0.4724/0.3822 0.7440/0.6160 finding task, we calculate the relevant score between
Overall | 0.47760.3543 0.786/D.5580 a document and a POW-annotated qué}/y,as fol-

3.3 Topic Retrieval Runs

lows:

Score(Q/,D) = (l—oz)Srel(Q/,D) + aSop(Q/7 D) (4)

In the baseline adhoc retrieval task, we submitted 5

runs, as follows:

wherea is the interpolation parametes,,(Q’, D)
andsS,.;(Q’, D) are an opinion score and a topically

1. KLEPsgRetT uses passage based ranking witlhelevant score of a document, respectively.
the title field of the topic

A topically relevant score of a document does not
have any relation with opinionated words. There-

2. KLEPsgRetTD is KLEPsgRetT, with the title ¢, \ve can rewrite Eq. 4 as follows:
and the description fields of the topic '

3. KLEPsgRetTDN is KLEPsgRetT, with the ti-

Score(Q/jD) = (1-)S;a@D) + OéSop(Q/, D) (5)

tle, the description and the narrative fields ofyhere 3,,,(Q, D) is a topically relevant score ob-

the topic

4. KLEPsgFeedT uses passage based rankin
and passage based feedback with the title fie
of the topic

tained from the previous step, Section 3.
To estimate the opinion score of a document,

%op(QI,D), it is a simple and effective approach

to add up the opinion scores of all words within a
document. Because POW represents all opinionated

5. KLEPsgFeedTDis KLEPsgFeedT, with the ti- WOrds, S, (@', D) is calculated as follows:
tle and the description fields of the topic

The results of our Baseline Adhoc Retrieval Task

are shown in table 1.

4 Opinion Finding

(@' D) = 3 P(Sublw)tf(w; D)

= > P(Sublw)tf(w;D) (6)

weO

where P(Sublw) represents the subjectivity of a

In this step, we evaluate the degree of how opiniorword, w, that is, an opinion score of a word.

ated a blog post is about a given topic. In the previ- However, there are some problems with Eq. 6.
ous step, the top, 000 documents are returned ac-Each blog post has a different number of words. A
cording to the degree of topical relevance. We evaleng blog post has more chance to contain opin-
uate their opinion scores, and interpolate their opinenated words than a short blog post. Therefore,
ion scores and topically relevant scores. And therlog posts should be normalized according to their
we select the top, 000 documents as results of thelength. There are many studies about document
opinion finding task. length normalization in IR communities. We use



the Okapi framework as the method of documenthe product, and product manual. We regard the re-
length normalization. When using the Okapi modelyiew corpus as a subjective corpus, and the product

SOP(Q',D) of Eq. 6 is re-written as follows: specification corpus as an objective corpus. Then,
we set the generative model of a word by two mix-
50, @.D)x tf(O; D) ______ @ ture models P(w|Sub), P(w|Obj).
tfO; D)+k1 {(1— )+bang§E]\;} Let R = wy,---,w, be alarge review document,

which concatenates all reviews in the review corpus.
where LEN (D) is the length function of the blog The generative process &f is defined by the mix-
post, andavgLEN indicates the average lengthture:
function value of all posts. We used unique term
count of a post as the length function, and estimated  P(w)

the term frequency of Eq. 7f(O; D), using Eq. 6. n
( ) logP(R) = ZlogP(w) 9)
=1

AP(w|Sub) +(1—\)P(w|Oby) (8)

4.2 Constructing the Opinion Lexicon

In the lexicon-based approach, one of the most iMrg maximize the log-likelihood, we iteratively up-
portant problems is to define the subjectivity of &jate P(w|Sub) by applying the EM algorithm. Af-
word. We use different types of lexicons for defininger ypdating through iterations, we can obtain the
the subjectivity of a word - SentiWordNet, automatyrohapility that a word is generated from the sub-
ically learned model from the review corpus. jective model,P(w|Sub). We also obtain the sub-
421 SentiWordNet jectivity of a word, P(Sublw), using the Bayesian

rule
SentiWordNet (Esuli and Sebastiani, 2006) is a

. . . . Finally, to combine the subjectivities defined in
IeX|_caI resource for opinion mining. Semlword.'\letSentiWordNet and learned from the corpus, we use
assigns to each synset of WordNet three sentlme{F]te term-specific mixture model where the prior

scores: positivity, negativity, objectivity. We use the " - .
. - robability of termw for opinion class is assumed
maximum value of the positive scores and the neg{\J

: E%beP(Sub|w) of SentiWordNet. In other words, a
tive scores for all senses of a word as the degree g . . .

o generative model for word in a review is modeled
subjectivity of a word. Lekynset(w) be the set of b
synsets of a wordy. y
P(w) = Ay P(w|Sub) + (1 — \,) P(w]Obj) (10)

PSublu)= _max = (max(P(pos|s), P(negls)))

where)\,, is P(Sublw) of SentiWordNet.
whereP(pos|s) andP(neg|s) represent the positive

and negative score of the synset of the word, respe¢:3  Query-Specific Opinion Lexicon
tively.

That is, P(Sublw) means the subjectivity ofs 4.3.1 Feedback-Style Leaming

whenw is maximally opinionated. In this section, we address the query-specific
_ opinion lexicon. There are differences in the words
4.2.2 Corpus-Based Lexicon used to express user’s opinion, according to each

In addition to SentiWordNet, we use Amazon’'squery (domain). Therefore, we should deal with
product review corpus and product specification colepinionated lexicon according to query. To this
pus to create the opinionated lexical resource. Useesid, we propose a feedback-style learning method
of Amazon represent their opinion about productto make a query-specific opinionated lexicon.
through reviews and product ratings. Therefore, the Let TopN be the set of top-retrieved documents
reviews contain opinionated words which the users response to a given query. For each document,
use to express their opinion. The product specificave assign document-level subjectivit},(Sub|D),
tion is an objective document that consists of objedrom the initial lexicon model. Then, the new model
tive information such as product name, properties aff the opinion lexicon, P’ (Sublw), is estimated



from the initial model of the opinion lexicon and the

S Table 2: The topic and opinion retrieval scores
document-level subjectivities as follows:

(topic/opinion) for the Opinion Finding Task runs

/ run id MAP p@10
P (Sublw) = DE%pNP (SublD)P(Dfw) (1) . 08 0.51900.4569 0.80200.7200
Overall | 0.49370.4061 0.7767/0.6287
where P(D|w) indicates how dominated a word 5 08 0.4809/0.4160 0.7680/0.6740
in documentD is. LetTopN (w) be the subset of Overall | 0.4896/0.3937 0.8093/0.6273
feedback documents which contain We assume 3 08 0.5190/0.4515 0.82400.7100
that P(D|w) is uniformly distributed orf"op N (w). Overall | 0.4855/0.4024 0.7767/0.6200
To estimateP (Sub| D), we introduce the following 4 08 0.4951/0.4219 0.7860/0.6640
simple expectation of the subjectivity for each opin- Overall | 0.4896/0.3984 0.83070.6467

ionated wordw in documentD:

E,(Sub|D) = ZweD‘];(’S“b‘w) (12) 5 Polarity Task

Ey(Sub|D)
P D) ~ 1
(SUJb’ ) maxDeTopN Ew(Sub|D) ( 3)

5.1 Polarity Classification

The polarity task is similar to the opinion finding
4.3.2 Using Passage Context task. The difference is that the polarity task classifies

As mentioned above, a blog post consists of seyhe semantic orientation of a blog post into positive
eral topics rather than presenting a single topi@”d negative orientations. Therefore, the approaches

Therefore, we propose passage-level learning fy¢hich are.applied to the ppinion finding task are gl—
query-specific lexicon, instead of the whole docMOSt applied to the polarity task, too. In the polarity
ument. We firstly extract a best passage usizgsk, we have to estimate the semantic orientations
complete-arbitrary passage, and expand its contdolarities) of a word,P(Pos|w) and P(Neg|w),

by maximallyL length in the forward and backward instead of the subjectivity of a wordh(Sublw). Af-

directions. After extracting the extended passage" estimating the semantic orientations of a word,
we calculateP(Sub|D) and P(D|w) for Eq. 11 we again applied Eqg. 7 to calculate positive and neg-
based on the passage. ative scores of blog posts by usid Pos|w) and

P(Neg|w), respectively.
4.4 Opinion Finding Runs

In the opinion finding task, we submittedruns, as positive it Spoiarity(D) > A
follows: pol(D) = $ negative it Spoiarity(D) < =X (14)

_ _ neutral  otherwise
1. KLEDocOpinT uses corpus-based lexicon for

gfp:;ggited lexicon resource, with the mlef'eldwhereSpolamy(D) is the difference between posi-

tive and negative scores, ands the threshold for

2. KLEDocOpinTD is KLEDocOpinT, with the classifying the polarity.
title and the description fields of a topic Similar to the opinion finding task, we use the
_ ~ ~_ Amazon review corpus to estimate the semantic ori-
3. KLEPsgOpinT uses query-specific opinion gntations of words. All reviews have user ratings,
lexicon for opinionated lexicon resource, withang thus user ratings are used to decide the semantic
the title field of a topic orientations of the reviews. That is, we regard the
4. KLEPsgOpinTD is KLEPsgOpinT, with the rev?ews whose user rating filsand5 as the positiye _
title and the description fields of a topic review corpus, and fthe reviews whose user rating is
1 and2 as the negative. We estimal Pos|w) and
Table 2 shows our results of the Opinion FindingP(Neg|w) using the EM training with each review
Task. corpus.



run id MAP p@10 R-prec and Local Evidence Model (LEM). Le&f(Q, F) be

08 0.1865 0.2408 0.2130 the final relevant score between a feed and a given
Overall | 0.1772 0.2262 0.2004 query, and letSqgen (Q, F) and Speam(Q, F) be

1.neg 08 0.1491 0.1687 0.1614 relevant scores obtained from GEM and LEM, re-
B Overall | 0.1218 0.1380 0.1330 spectively.

1 pos

Table 3: The performance of the Polarity Task SQF)=(1-XN)Scem@F)+ASLem QF) (15)

_ where ) is the interpolation parameter, which con-
5.2 Polarity Runs trols the weight of the GEM score and the LEM
We submitted. run in the polarity task, as follows: score.

1. KLEPolarity uses corpus-based lexicon for6-1.1 Global Evidence Model
polarity-tagged lexicon resource, with the title GEM is originated from the assumption that the

field of a topic. blog feed which has relevant posts at higher rates is
. more relevant.
Table 3 shows the results of the Polarity Task. GEM views a blog feed as a collection of blog

posts. In this regard, we can view the blog distilla-
tion problem as a resource selection problem. Our
Blog distillation task aims to find the blog feedsGEM is similar to the Small Document Model (El-
which are recurrently interested in a given topicsas et al., 2008). When regarding a blog feed as a
Thus, in the blog distillation system, the retrievalkcollection of blog posts, there are some considera-
unit is the blog feed rather than the blog post. W#&ons. One is the problem when a small number of
form two hypotheses to estimate the degree of relery long posts represent the blog feed. Each post
vance between a blog feed and a given topic. has a different length. Therefore, a few very long
posts may represent the blog feed. The other is the
e Global Evidence Model (GEM) We believe proplem related to the size of the blog feed. Each
that a blog feed which has more relevant postg|oq feed has a different number of posts. There-
ata higher rate is more relevant. For example, fye, feeds with more posts have a higher probabil-
blog feed that ha$0 relevant posts out of total ity of being relevant. To remedy this problem, we

20 posts is more relevant than a blog feed tha§hoyid normalize the blog feeds using the number
has10 relevant posts out of total0 posts. of posts within them.

6 Feed Distillation

To handle these problems, we made a scoring

e Local Evidence Model (LEM)We believe that tion for GEM using th falld
a few posts that are highly relevant with a givenfunc on for usingthe average score ot afl doc-
uments in a blog feed:

topic represent the blog feed. Typically a blog
feed addresses several topics. Therefore, thes, ., (Q, F) = Z Score(Q, D)P(D|F) (16)
relevance of the blog feed about a given topic DEF

depends on some posts related to a given topic
rather than all posts within the blog feed, '€l represents the blog feed, afidore(Q, D)

represents relevant score of between a given query
To estimate the degree of the relevance betweerpfd a document, andl( D|F') indicates the probabil-

blog feed and a given topic, we made two models tty that the document)), is generated from the blog

satisfy these hypotheses. Furthermore, to update tfged, . In GEM, the usage of the average score

original query model, we proposed a novel approactgsolves the second problem.

to select feedback documents. To remedy the first problem, we regard the gen-

erative probability of the blog posE(D|F'), as the
6.1 Distillation Retrieval Model uniform distribution.
To find blog feeds devoted to a given topic, we in- 1

tegrate two models, Global Evidence Model (GEM) P(D|F) = |F| (17)



where|F'| is the number of total blog posts within a
blog feed. The usage of the uniform distribution can
remedy the first problem since it assigns the same
weight to each blog post.

We used the KL-divergence framework (Lafferty
and Zhai, 2001) to measure the relevance between a
document and a given quetycore(Q, D).

Table 4: The performance of the Blog Distillation Task
run id MAP p@10 R-prec
KLEDistLMT 0.3015 0.4480 0.3601
KLEDistLMB 0.2852 0.4380 0.3428
KLEDistFBT 0.3031 0.4260 0.3454
KLEDistFBB 0.2994 0.4560 0.3508

6.1.2 Local Evidence Model o ] ] ) )
To obtain diverse information about a given topic,

.LEM is originated from the belief that a few we propose a feed-based approach to select feed-
highly relevant posts represent the relevance of ﬂbeack documents. We empirically show that our ap-
blog feed about a given topic. '

. proach improves the performance of the blog distil-
LEM uses the topV most relevant posts t 0 esti- lation task. We used the model-based feedback as
mate the relevance between a feed and a given tOpllg'edback method
The view of the LEM is similar to Pseudo Cluster '

Selection (Seo and Croft, 2008). That is, a blog feed E_ach b!og fegd consists of many po_sts which ha_ve
. vaious viewpoints and represent various properties
addresses several topics. Therefore, the relevance,0

the blog feed about a given topic should be estimate(EUb-tOplcs) about a given topic. Therefore, when

) . . e select feedback documents from various feeds,
by using the relevant posts about a given topic, ng o . . .

o : we can obtain diverse information about a given
all posts within the blog feed. In this regard, we cargO ic
regard topN relevant posts as posts which are de- P .

We propose two approaches for selecting feed-

voted about a given topic. back documents, as follows:
The ranking function of LEM is formed as fol- ’ '

lows: e Document-Based Selectiomses topK docu-
ments as feedback documents as most PRFs do.
SLEM(QvF) = Z SCO’I“G(Q, D)P(D[TOPN) (18)
DeTopN e Feed-Based Selectioruses topN feeds to
whereTopN is the set of topV relevant posts that feedback. For each feed, tdp documents are
are regarded as the same topic. selected as the pseudo relevance documents.

In Eq. 18,Score(Q, D) andp(D|TopN) are the o
same as in Eq. 16. 6.3 Distillation Runs

In the distillation task, we submittetiruns, as fol-
6.2 Feedback Model lows:
Relevance feedback is known to be effective for im-
proving retrieval performance. Performance of the 1. KLEDIStLMT uses GEM and LEM, with the
relevance feedback depends on how documents for title field of a topic
relevance feedback are chosen so that the system can . ) i ) i
learn most from the feedback information (Shen and 2. KLEDistLMB s KU,ED'S“‘MT’ W'f[h the title
Zhai, 2005). The traditional pseudo relevance feed- and the description fields of a topic
back (PRF) assumes ta§ documents as relevant 3. KLEDIStFBT uses GEM, LEM and Feed-
docu_ments, and uses them as fgedback_ documents. Based selection method to feedback, with the
In this approach, the fegdbagk mformanm can be title field of a topic
under a bias toward dominant information within the
feedback documents. The biased information will 4, K| EDistFBB is KLEDistFBB, with the title
be harmful for improving entire system performance  and the description fields of a topic
through PRF. As the diversity of the feedback infor-
mation increases, we can expect a more robust feed-Table 4 shows the results of the Blog Distillation
back search. Task.



7 Conclusions multi-topical documents and application to language
) o modeling approaches. BCIR '08 pages 382—-393.

We have described our participation in the TREGeng-Hoon Na, In-Su Kang, Yeha Lee, and Jong-Hyeok

2008 Blog track. We developed an opinion find- | ee. 2008b. Applying complete-arbitrary passage for

ing system based on the lexicon-based approach andpseudo-relevance feedback in language modeling ap-

Okapi model. Our opinion finding system uses Sen- proach. INAIRS 08 pages 626-631.

tiwordNet and Amazon’s review corpus to create afeung-Hoon Na, In-Su Kang, Yeha Lee, and Jong-Hyeok

opinionated lexicon resource. We also proposed a Lee. 2008c. Completely—arbitrary pa,ssage retrieval in

novel approach to make a query (domain)-specific [2"9uage modeling approach. MRS 0§ pages 22—

opinionated lexicon resource. Thg faxperlmental fSadh Ounis, Maarten de Rijke, Craig Macdonald, Gilad
sults show that our approach significantly improves Mishne, and lan Soboroff. 2006. Overview of the
previous performances in the opinion finding task.  trec-2006 blog track. ITREC '06

For the blog distillation task, we made two as-Jangwon Seo and W. Bruce Croft. 2008. Blog site search
sumptions about relevance between a blog feed andusing resource selection. [RIKM '08: Proceedings
a given topic. The experimental results have em- of the tenth international conference on Information
pirically shown that our hypotheses is effective at and knowledge managemeACM. .
capturing the relevance between the topic and tﬁé‘fhé‘lf‘_She; E(r)‘g _thoe?r?;?gng ;h.i" foolgi (;Al‘g'\,'gsf%d'

a n a InTor on retrieval. .

blog fre1eds. ::u;t?er(rjnborelé éve develope?hq novel ap_hProceedings of the 28th annual international ACM SI-
proac to selec ) ee X ack documents. This approac GIR conference on Research and development in infor-
increased the diversity of the feedback documents, mation retrieva) pages 59-66, New York, NY, USA.

and led to significantly improve the distillation per- Acwm.

formance. Chengxiang Zhai and John Lafferty. 2001. Model-based
feedback in the language modeling approach to in-
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