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ABSTRACT
Today, embedded, mobile, and cyberphysical systems are
ubiquitous and used in many applications, from industrial
control systems, modern vehicles, to critical infrastructure.
Current trends and initiatives, such as “Industrie 4.0” and
Internet of Things (IoT), promise innovative business mod-
els and novel user experiences through strong connectivity
and effective use of next generation of embedded devices.
These systems generate, process, and exchange vast amounts
of security-critical and privacy-sensitive data, which makes
them attractive targets of attacks. Cyberattacks on IoT sys-
tems are very critical since they may cause physical damage
and even threaten human lives. The complexity of these sys-
tems and the potential impact of cyberattacks bring upon
new threats.

This paper gives an introduction to Industrial IoT systems,
the related security and privacy challenges, and an outlook
on possible solutions towards a holistic security framework
for Industrial IoT systems.

1. INTRODUCTION
Current industrial trends and initiatives aim to “connect

the unconnected.” Today, millions of embedded devices are
used in safety and security critical applications such as in-
dustrial control systems, modern vehicles, and critical in-
frastructure. In the last decades, classical production en-
gineering, automation, and intelligent computation systems
merged into the industrial Internet of Things (IoT). The
number of computation components integrated into indus-
trial control systems, production systems, and factories is
steadily increasing. Programmable logic controllers are re-
placed by more advanced cyberphysical systems (CPS), which
are freely programmable embedded devices that control phys-
ical processes. CPS typically communicate over closed indus-
trial communication networks but are often also connected
to the Internet.
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With the integration of classical computing into produc-
tion systems, emerging megatrends, such as mobile comput-
ing, cloud computing, and Big Data, are becoming impor-
tant drivers of innovation in industry. Cloud-based services
are used to monitor and optimize complex supply chains;
Big Data algorithms predict machine failures, which reduces
downtimes and maintenance costs; interconnected produc-
tion systems enable tight integration and optimization of
production and business processes as well as outsourcing
production steps to other locations, companies, and free-
lancers. In the near future, cloud-based services will allow
considering more customer requirements in the production
process and planning, enabling a new level of product indi-
vidualization at a minimal cost. This development driven
by computation systems is also called the “fourth industrial
revolution” [23].1

Devices in the Internet of Things (IoT) generate, process,
and exchange vast amounts of security and safety-critical
data as well as privacy-sensitive information, and hence are
appealing targets of various attacks [52, 51, 31, 7, 70, 22, 27,
50, 40, 41, 21, 19]. To ensure the correct and safe operation
of IoT systems, it is crucial to assure the integrity of the un-
derlying devices, in particular of their code and data, against
malicious modifications [75]. Recent studies have revealed
many security vulnerabilities in embedded devices [10, 11,
43, 50, 27, 8, 41, 62, 21]. This poses new challenges on the
design and implementation of secure embedded systems that
typically must provide multiple functions, security features,
and real-time guarantees at a minimal cost.

In this paper, we give an overview of the developments
and trends of Industrial IoT systems (Section 2), point out
related security and privacy risks and challenges (Section 3),
and discuss potential solutions towards a holistic security
framework for Industrial IoT systems (Section 4).

2. FROM CYBERPHYSICAL SYSTEMS TO
INDUSTRIAL INTERNET OF THINGS

An increasing number of everyday objects is equipped

1The introduction of water and steam powered mechanical
manufacturing facilities is considered as the first industrial
revolution. The next revolution was the deployment of elec-
trically powered mass production based on division of la-
bor, followed by the third industrial revolution that intro-
duced electronics and IT to production systems to enhance
automation of manufacturing. [23] However, some publica-
tions count differently [53].
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Figure 1: Industrial Internet of Things (IoT)

with electronics, which provides these objects with identifica-
tion, computing, and communication capabilities. Examples
include basic technology, such as Radio Frequency Identifi-
cation (RFID) for the identification and tracking of prod-
ucts, packets, and pallets in supply chain scenarios, to smart
devices, such as smart phones and wearables (e.g., smart
watches) with considerable computing capabilities and Inter-
net connections. This network of ubiquitous smart objects
is known as the Internet of Things (IoT) and enables novel
applications and services, in particular in the industrial sec-
tor [9, 37, 34, 42, 69].

Production facilities typically consist of several indepen-
dently operating production systems with no or only limited
communication capabilities. An emerging trend is to inte-
grate more sophisticated electronics into production systems,
interconnect them, and to integrate into conventional busi-
ness IT systems. The resulting Industrial IoT is the basis
for a new level of organization and management of industrial
value chains and enables highly flexible and resource-saving
production as well as enhanced individualization of products
at the cost of mass production.

The foundation of Industrial IoT are cyberphsical systems
(CPS), which are computing platforms that monitor and
control physical processes [30]. CPS enable condition moni-
toring, structural health monitoring, remote diagnosis, and
remote control of production systems in real-time. Further,
CPS are the basis of smart factories that dynamically or-
ganize and optimize production processes with regard to
resource-utilization (i.e., costs, availability, material, and la-
bor) based on data generated and collected by the underly-
ing CPS, even across company boundaries [1, 76].

In smart factories, smart products know their own identity,
history, specification, documentation, and even control their
own production process (cf. Figure 1). Beyond manufactur-
ing, smart products are the basis of novel knowledge-based
services, called smart services. Specifically, smart products
do not only collect data during their production but also
when they are deployed and used by customers. This allows
to optimize them with regard to the way they are actually
used. Smart products are equipped with a digital identity
(e.g., stored in a barcode or RFID chip) and all information

related to the product is stored in some backend-database.
Alternatively, the product is equipped with electronics (e.g.,
memory and a processor) and stores this data itself.

Industrial IoT brings many new challenges with regard
to different aspects, including security, privacy, standardiza-
tion, legal, and social aspects. In particular increased di-
versity and large numbers of devices in IoT systems require
highly scalable solutions for, e.g., naming and addressing,
data communication, knowledge management, and service
provisioning. Further, most IoT devices have only limited
resources which demands for architectures supporting low
power, low cost, fully networked integrated devices that are
compatible with standard communication techniques.

3. SECURITY & PRIVACY CHALLENGES
In the context of industrial control systems, the notion of

security has traditionally almost the same meaning as safety,
i.e., the protection of humans, environment, and machines
against consequences of system failures [73, 71]. Only with
integration of information technology, protection against cy-
berattacks became increasingly important and today is a
major design goal of Industrial IoT systems [71, 23, 75].

Attacks on Industrial IoT Systems
In the past, systematic integration of countermeasures against
cyberattacks often followed integration of IT components
with some delay. As a result, current Industrial IoT systems
are vulnerable to a variety of cyberattacks [52, 51, 31, 7, 12,
70, 22, 27, 50, 74, 40, 41, 21, 19].

One of the first successful attacks against industrial con-
trol systems was the Slammer worm, which infected two criti-
cal monitoring systems of a nuclear power plant in the U.S.A.
in 2003 [51]. In the same year, a computer virus infected the
signal and dispatching control system of a major transporta-
tion network in the U.S.A. leading to complete stop of pas-
senger and freight trains [52]. In the following years, many
security incidents affecting industrial control systems and
critical infrastructure have been reported in literature [31,
7, 22, 40]. While these attacks seem not to have specifically
targeted industrial control systems, Stuxnet [70, 22, 40] indi-
cates a new trend towards highly targeted attacks and sab-
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otage by powerful adversaries, e.g., nation states. Stuxnet
exploited multiple zero-day vulnerabilities2 and made cen-
trifuges at an Iranian nuclear facility to fail.

Attack Surfaces
Industrial IoT systems provide various attack surfaces. Smart
factories consist of several cyberphysical production systems
(CPPS), which consist of electronics (e.g., processor and
memory) and monitors that control physical processes through
sensors and actuators (cf. Figure 2) [61]. The electron-
ics are driven by software (e.g., embedded operating sys-
tems and applications) and interact with humans and other
CPPS through various network connections (e.g., Ethernet
or WiFi).

Attack surfaces exist on all these abstraction layers (cf.
Figure 2) [12, 37, 74, 65, 33, 73, 2, 71, 30]. Electron-
ics are subject to physical attacks, including invasive hard-
ware attacks, side-channel attacks, and reverse-engineering
attacks [55]. Software can be compromised by malicious
code, such as Trojans, viruses, and runtime attacks. Commu-
nication protocols are subject to protocol attacks, including
man-in-the-middle and denial-of-service attacks [28]. Even
humans operating CPPS are subject to social attacks, such
as phishing and social engineering.

Security Goals and Requirements
The most important objective of industrial production sys-
tems is availability, which should prevent any unnecessary
delay in production that results in loss of productivity and
loss of revenues. This particularly includes protection against
denial-of-service attacks against cyberphysical production
systems.

Another fundamental objectives is preventing any system
failure that may result in physical damage or harm to hu-
mans. To achieve this objective, the integrity of Industrial
IoT systems must be preserved. This includes protection
against sabotage, which may lead to unnoticed loss of prod-
uct quality and increased use of resources. Further, unno-

2Zero-day vulnerabilities are those vulnerabilities which are
unknown before they are exploited, i.e., not security patches
are available to fix them.

ticed and unintended use of counterfeit components, which
may not fulfil the quality requirements of genuine compo-
nents, should be prevented. With the interconnection of
cyberphysical production systems, it must be ensured that
system failures or malicious attacks do not propagate within
smart factories or across company boarders.

One of the objectives of Industrial IoT is to realize smart
products that know their own history and may control their
own production process. Another example includes smart
services, where companies outsource the production of their
designs to smart factories operated by third parties. In both
examples the authenticity and integrity of the smart factory
infrastructure and any information related to the production
process must be ensured to prove to third parties that the
smart factory is trustworthy. Further, e.g., in the case of
warranty claims, it may be necessary to provide evidence of
quality of resource materials and correctness of production
of a product to third parties.

The strong connectivity of IoT-based production systems
and smart products demands for new mechanisms to protect
against industrial espionage and privacy of customers and
employees. Hence, the confidentiality of code, data, and
configuration of production systems as well as blueprints of
products is an important security requirement.

4. SECURING THE INDUSTRIAL IoT
Adapting existing information security concepts to cyber-

physical production systems (CPPS) is not straightforward.
There are many differences between classical IT systems and
CPPS [44, 18, 74, 71]. Integrity and confidentiality are pri-
mary protection goals of classical enterprise IT systems and
hence, protection against cyberattacks is often a tradeoff
between security and availability. For instance, if a cyber-
attack occurs, affected IT systems are typically temporarily
disabled and then restored after the attack. However, this
approach cannot be applied to CPPS, where availability is
a fundamental requirement.

Other differences are due to the strict real-time require-
ments of CPPS, their constrained computational, memory,
and energy resources, and the long lifetime of industrial pro-
duction systems. Other aspects are protection of design and
configuration data (intellectual property) and detection of
counterfeit components (product piracy). Many industrial
areas have legal requirements with regard to logging of pro-
duction steps (provenance and accountability). With the
increasing number of interconnected CPPS and the possibil-
ity to use Big Data techniques to analyze data collected by
CPPS, privacy becomes a fundamental aspect [42, 30]. For
example, Big Data analysis may violate privacy of employees
or leak sensitive customer information to the manufacturer
or service personnel of CPPS equipment.

To counter these security and privacy risks, a holistic cy-
bersecurity concept for Industrial IoT systems is required
that addresses the various security and privacy risks at all
abstraction levels. This includes different aspects, such as
platform security, secure engineering, security management,
identity management, industrial rights management [71]. In
particular security and privacy aspects must be preserved
during the lifetime of smart production systems and smart
products. In the following, we will focus on solutions for pro-
tecting embedded devices which are at core of cyberphysical
production systems.



Security Architectures for CPS
There is a rich body of literature on security architectures
for embedded IoT systems, mainly due to the broad range of
devices considered as embedded systems [11, 10]. On the up-
per end are Intel and ARM architectures, which are widely
used in mobile devices (e.g, smartphones and tablets). For
these systems, a variety of security architectures have been
proposed: software-based isolation and virtualization [35];
Trusted Computing based on secure hardware (e.g., Trusted
Platform Module [67]); and processor architectures provid-
ing secure execution (e.g., ARM TrustZone [72], AEGIS [64],
OASIS [46], and Intel Software Guard Extensions (SGX)
[36, 20]). However, all these approaches are too complex for
low-end embedded systems, which are typically designed for
specific tasks and optimized for low power consumption and
minimal costs. Often they must provide multiple features
and meet strict real-time requirements. Security solutions
for these devices are typically based on hardware-enforced
isolation of security-critical code and data from other soft-
ware on the same platform. Examples are SMART [13],
SPM [63], SANCUS [45], and TrustLite [25]. SMART pro-
tects the integrity of only one specific embedded application
(task) with read-only memory, which does not allow code
changes after deployment. SPM provides hardware-enforced
isolation of tasks by granting access to a task’s data region
only to the task itself. However, these tasks have a fixed
memory layout and cannot be interrupted. Further, the
task measurement of SPM is performed in hardware, i.e.,
it is non-interruptible and at the same time dependent on
the memory size of the measured task, which violates real-
time requirements. SANCUS extends SPM with a mecha-
nism to generate and manage cryptographic secrets of tasks
but inherits SPM’s limitations. TrustLite generalizes the
concept of SPM [63] and SMART [13] and supports inter-
rupting tasks. However, TrustLite requires all software com-
ponents to be loaded and their isolation to be configured
at boot time. In contrast to SMART, SPM, and SANCUS,
TyTAN [6] provides dynamic loading and unloading of mul-
tiple tasks at runtime, secure inter-process communication
(IPC) with sender and receiver authentication, and real-time
scheduling.

Integrity Verification of CPS
A key mechanism to verify integrity of a system’s software
configuration is attestation, which enables the detection of
unintended and malicious software modifications. Various
approaches to remote attestation have been proposed to-
date. Common to all of them is that the device to be at-
tested, called prover, sends a status report of its current
software configuration to another device, called verifier, to
demonstrate that it is in a known and, thus trustworthy,
state. Since malicious software on the prover’s platform
could forge this report, its authenticity is typically assured
by secure hardware [49, 67, 48, 14, 29, 56, 26] and/or trusted
software [3, 24, 60, 59, 58, 57, 16, 32, 29, 68]. Attesta-
tion based on secure hardware is most suitable for advanced
computing platforms, such as smartphones, tablets, laptops,
personal computers, and servers. However, the underlying
security hardware is often too complex and/or expensive for
low-end embedded systems. In contrast, software-based at-
testation [24, 60, 59, 58, 57, 16, 32], does not require secure
hardware or cryptographic secrets. However, security guar-
antees of software-based attestation are often unclear since

it usually relies on strong assumptions, such as (1) the adver-
sary being passive while the attestation protocol is executed,
and (2) optimality of the attestation algorithm and its im-
plementation. Such assumptions are hard to achieve in prac-
tice [4]. Hence, a secure and practical attestation scheme re-
quires at least some basic security features in hardware but
these should be kept as small as possible [14, 15, 26].

The next generation of IoT systems will consist of device
swarms, i.e., large self-organizing heterogeneous networks of
embedded devices. Verifying correct and safe operation of
these systems requires an efficient swarm attestation mech-
anism to collectively verify the software integrity of all de-
vices in order to detect unintended and malicious software
modifications. However, näıve applications of remote attes-
tation do not scale to these systems. In particular, device
swarms with dynamic topologies, such as vehicular ad-hoc
networks, robot swarms, and sensors in fluid environments,
require novel and flexible solutions. We are aware of only
one proposal to attest multiple provers running the same
software at once [47]. The idea is that the verifier does not
verify each individual attestation report, but compares in-
tegrity measurements of multiple provers. The design of an
efficient attestation scheme for large dynamic and heteroge-
neous networks of embedded systems is a challenging open
research problem.

Secure IoT Device Management
Many IoT devices (such as sensors) do not have appropri-
ate user interfaces or suitable communication interfaces for
performing pairing using legacy solutions, e.g., PIN codes as
used in Bluetooth. Also, as the number of IoT devices grows,
e.g., in smart home scenarios, it becomes increasingly bur-
densome for the user to introduce new devices, if it involves
manually pairing the new device with each existing device.
This becomes even more challenging with transient pairing.
Therefore, pairing of devices should be achieved with zero
user interaction, i.e., not require explicit involvement of the
user. Once a device joins a group of devices, it can collabo-
rate with all devices in this group and access the user’s and
the other devices’ data (device-centric authentication [17]).

New ways of establishing trust among IoT devices have
been presented with the premise of strongly improving user-
experience by eliminating the need for the user to explic-
itly specify or point out the devices to be paired with each
other [54, 39, 66, 38]. This can be achieved by utilizing the
fact that devices that are located in the same place also con-
sistently observe similar ambient context information. For
example, IoT devices in the living room of a user’s smart
home will, for most of the time, observe similar changes in
ambient contextual parameters like noise or light.

The management of IoT devices in future smart spaces will
be extremely challenging due to their heterogeneity. Addi-
tionally, these devices will produce a large volume of nonuni-
form data that needs to be processed in real-time. In the
context of secure pairing based on ambient data, local IoT
systems need to process and analyze heterogenous data in-
puts with low latency to make appropriate decisions. Exist-
ing approaches rely on cloud-based services to perform these
operations remotely. Unfortunately, critical privacy issues
are raised when exporting substantial amounts of personal
data to external services. Furthermore, the increasing num-
ber of devices connected to IoT will require highly scalable
solutions with respect to data storage, latency of services,



and management of data and devices.
Local data management and local distributed analytics

are expected to improve latency of local services because
only minimal information will be exchanged outside local
and low-latency network. For the same reason, local ana-
lytics and data management will improve user data privacy.
These features will maximize usage of resources available in
IoT systems and provide building blocks for developers to
create innovative services.

Performing local data management and analytics, how-
ever, raises several challenges due to diversity of devices
and the need for scalable solutions. For instance, compu-
tation capacity of devices varies considerably, and thus an-
alytical tasks cannot be distributed uniformly among IoT
devices. Moreover, devices have several non-negligible con-
strains such as power management, constrained resources
(e.g., limited computation power, storage, communication
means, and energy), and permeability to attacks. Finally,
interoperability between devices requires a data abstraction
model supported by an extensive RESTful API [5].

5. CONCLUSION
Internet of Things (IoT) is an emerging key technology

that paves the way for the next generation of industrial pro-
duction systems. Smart factories will consist of self-organizing
production systems that optimize themselves with regard to
resource availability and consumption, even across company
boarders. These systems enable product individualization
at costs of mass production and new smart services, includ-
ing product optimization according to customer usage and
de-centralized long-term product support.

Today’s IoT systems are not sufficiently enhanced to ful-
fill the desired functional requirements and bear security and
privacy risks. Particularly, attacks on cyberphysical systems
may cause physical damage and threaten human life. Ubiq-
uity of IoT devices may lead to a transparent society through
seamless supervision of employees and customers.

Protecting IoT requires a holistic cybersecurity framework
covering all abstraction layers of heterogeneous IoT systems
and across platform boundaries. However, existing secu-
rity solutions are inappropriate since they do not scale to
large networks of heterogeneous devices and cyberphysical
systems with constrained resources and/or real-time require-
ments. Further research is required to develop and design
appropriate IoT security mechanisms, including novel isola-
tion primitives that are resilient to run-time attacks, min-
imal trust anchors for cyberphysical systems, and scalable
security protocols.
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