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Abstract—We propose a novel trust and probabilistic node
selection mechanism for content distribution in mobile ad hoc
networks, which aims to achieve trustworthy node selection and
to preserve mobile node resources. The proposed mechanism
is evaluated against selected alternative trust schemes, with the
results showing that our proposal achieves its goals.
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I. INTRODUCTION

Mobile ad hoc networks will enable future mobile users
to share and distribute content using direct mobile-to-mobile
wireless connections. Since such networks will need to be
based on an open environment, selecting the appropriate
nodes for interactions is a major challenge, especially when
some of the nodes may be misbehaving. Considering that
mobile devices have limited resources (i.e., available battery
power, processing power and the available bandwidth), in-
teracting with misbehaving nodes will waste these resources
and reduces the usable time of mobile devices.

Trust-based solutions provide a method to select neigh-
bours based on their trust value which is derived from
previous interactions. There have been a number of trust
mechanisms proposed for mobile [1]–[4] and peer-to-peer
networks [5]–[7]. Most of these mechanisms are distributed
and favour the most trustworthy neighbour.

In this paper, we propose a novel probabilistic node
selection model which provides a load balancing within
the population of nodes. Hereby, a node’s probability for
being selected for an interaction will correspond to its trust
value. Furthermore, it gives unknown nodes the opportunity
to be selected, thus enabling these nodes to contribute to
the community. Eigentrust [5] briefly discusses a similar
selection model, but it does not provide an analysis of the
model’s impact on the quality of interactions and it allocates
the lowest possible trust value to unknown nodes.

Since our proposed model may select a misbehaving node,
we also propose a generic trust evaluation mechanism to
alleviate this problem. We introduce the concept of real-
time trust evaluation, which continually evaluates trust value
during an interaction and allows interaction to terminate if
the selected node misbehaves, with a strong bias towards
recently observed behaviour.
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Figure 1. Proposed Real-Time Trust mechanism

II. PROPOSED MECHANISM

We assume that in ad hoc content distribution networks,
nodes download the required content from their immediate
wireless neighbours and hence all the communications are
single hop. Furthermore, we assume that all neighbours have
the required content and that content is sub-divided into
several pieces. We propose Real-Time Trust (ReTT), a novel
distributed trust evaluation mechanism that continuously
evaluates trust during an interaction. The mechanism is
based on the assumption that an interaction between two
nodes will consist of a number of steps which can be
individually analysed in real time.

Figure 1 shows an overview of the proposed mechanism.
ReTT introduces two decision points, the decision to connect
to a node (decision to start) and the decision to stay con-
nected after the interaction has started (decision to continue).
The term real time reflects the notion that newly received
information is immediately evaluated to form an evolving
evaluation of trust.

The decision to start is determined by a historical trust
value of the content-providing node and the context of
the interaction. This value is calculated by aggregating the
opinions of the selecting node and the recommendations
by other nodes. Let us assume that node d has to make
a decision whether to interact with node i. Given that Oj,i

is the opinion sent to node d by node j on node i, Wj is
node d’s weighting on Oj,i, and node d has opinions on i
from k nodes (including its own opinion), then the historical



trust value TH
i of node d for node i is calculated as follows:

TH
i =

∑k
j=1Wj ×Oj,i∑k

j=1Wj

(1)

Oj,i is the average number of good integrity pieces received
by node j from node i in a transaction. The decision to start
considers a level of openness, which allows the mechanism
to be flexible depending on the context and introduces a trust
level threshold. In a fully open system, this threshold would
be the lowest possible trust value, and thus, all available
content-providing nodes are considered as candidates. The
remainder of the paper assumes a fully open system.

If the selecting node decides to interact with a content-
providing node, it then downloads the first piece and evalu-
ates the piece’s integrity. In this paper, a piece is considered
to have good integrity if it is received as requested and it
does not contain a virus. The integrity verification result is
then combined with historical information to decide whether
to download the next piece (i.e., decision to continue in
Figure 1). Given Ti,m is node i’s calculated trust value after
mth piece in the current interaction, Ti,m−1 is the trust value
after receiving the previous piece (in the case of m = 1,
Ti,m−1 = TH

i ) and Ri,m is the verification result of the
current piece, then real-time trust value is calculated as:

Ti,m = αTi,m−1 + βRi,m , m ∈ {1, 2, ..., n} (2)

α and β are the weights, with both being positive numbers
which sum up to one. Since having β > α will ensure that
the mechanism quickly responds to changes in behaviour, in
our simulations we use α = 1

3 and β = 2
3 . If the selecting

node decides to continue (Ti,m ≥ threshold), then the next
piece is downloaded and evaluated using the same process.
After the loop is terminated, the selecting node generates
an opinion combining the most current experience and the
old opinion (previous history). This opinion is distributed
to other nodes which can then re-distribute it further. To
prevent excessive control traffic, any opinions will only be
forwarded a maximum of two times.

We also propose a novel node selection model which
probabilistically selects content-providing nodes based on
their trust value, which aims to achieve load balancing while
still having an appropriate tradeoff for interacting with nodes
with low trust value. To this end, the selecting node evaluates
the trust values T of the set of all available content-providing
nodes C. The node probabilistically selects a node from this
set C, where the probability of selecting a node n, Pn, is:

Pn =
(TH

n )x∑|C|
i=1(T

H
i )x

(3)

The impact of the difference in trust values on the node
choice is regulated by the value of parameter x, which for the
simulations is x = 3. For an unknown node, we define TH

n =
0.5 only for the selection process, to ensure that unknown
nodes are preferred over known misbehaving nodes.

Table I
NS-2 SIMULATION PARAMETERS

Parameter Value
Piece size 100kB
Number of pieces sent in one interaction 5
Interval between interaction sessions 10s
Interval of neighbour discovery and recommen-
dation dissemination (PERIOD)

15s

Maximum number of opinions in a recommen-
dation (MAX OPINIONS)

20

III. EVALUATION

A. Simulation Environment

We simulate a one-hop ad hoc content distribution net-
work in ns-2 version 2.34 [8]. The simulation contains 50
nodes, with the simulation area of 500×500m and duration
of 18000s. We assume a flash crowd scenario and idealised
wireless links, where all nodes are within range of each
other. To minimise the control traffic overhead, opinions
required for trust evaluation (as per Section II) are attached
to control messages which are also used for neighbour
discovery.

We model power use based on the experimental results
for power consumption of Android phones using 802.11g
link [9]. The results show that there is a close to linear
relationship between battery consumption and transmitted
data. Furthermore, the uplink uses more power than the
downlink, which provides an incentive for selfish behaviour.
Assuming the mobile has a full battery at the start of
the simulation, the percentage of battery power P can be
expressed as:

P = 1− xd

Xd
− yu

Yu
(4)

where xd and yu are download and upload volume respec-
tively, and Xd and Yu respectively correspond to maximum
download and upload volume (roughly 8GB and 5.5GB).
Table I presents other simulation parameters.

The node behaviour includes two aspects, integrity and
selfishness. Integrity determines the utility of the data
downloaded from that node. It is defined by core integrity
behaviour, which determines the interaction outcome and
can either be well-behaving (good integrity) or misbehaving
(bad integrity), and adherence probability, which determines
the probability that a node will adhere to the core integrity
behaviour and is randomly assigned in the uniformly dis-
tributed range of [0.8, 1.0]. Selfishness relates to whether or
not a node contributes to the collaborative content sharing
irrespective of its integrity. We assume that all nodes co-
operate at the beginning and only become selfish after the
available battery power falls to 60% of full capacity.

We compare our node selection mechanism to three other
node selection models. Objective best node selection model
is an artificial model which selects a node with the highest
objective probability for providing a good interaction, which
is equal to adherence probability P (A) for good nodes and
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Figure 2. These diagrams show the selected nodes based on different models. In each graph the nodes are ordered according to their probability of
providing good interactions with the higher values on the left side. Note that the scales shown in the graph significantly differ.
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(b) Limited power leading to selfish behaviour

Figure 3. Results for goodput without resource constraints and with limited power leading to selfish behaviour

1 − P (A) for bad nodes. It assumes the knowledge of the
good interaction probability of other nodes. We also utilise
the random selection model which only uses trust values
for the decision to continue (see section II). Finally, best
trust selection scheme, which selects a node with the highest
trust value, is also considered. Note that all the schemes use
our proposed trust evaluation mechanism to calculate trust
values.

The criteria used to evaluate our selection mechanism are
load balancing and quality of the content distribution service.
For load balancing, we evaluate the workload, that is the total
number of interaction requests that a node has to handle,
and the fairness of resource sharing within the community,
which is measured by power failure (since the simulation is
designed to prevent overloading of 802.11g link capacity).
Quality of the content distribution service is represented by
goodput, that is the average good integrity download data
rate, which reflects the trust mechanism’s accuracy and load
balancing.

B. Results

First, we evaluate the workload on a per node basis
without considering resource constraints. Figure 2, shows
the results for a single run, where for each graph the nodes
are sorted in descending order of providing good service
from left to right. Note that there are equal numbers of
good and bad nodes. The best node and best trust selection
schemes result in a strong imbalance in the distribution
of workload amongst nodes. The random selection scheme

Table II
EVALUATION: POWER FAILURE

Fully Connected
Time to first failure [sec] No. of node failures

Best Node 2140 8
Best Trust 2582 7.78
Probabilistic – –
Random – –

results in equal workload distribution, however, the number
of interactions with good and bad nodes are equal, which
leads to an unacceptably low service quality as we will show
later. In contrast, the probabilistic selection scheme provides
a balanced workload among the good nodes while the
number of interactions with the bad nodes is low, indicating
that it is able to identify well-behaving nodes in the network.

Next, we consider the case where nodes have limited
power and hence, we evaluate the potential for one or more
nodes to run out of battery. Table II shows the time to first
failure and the number of node failures in the total simulation
time. The simulation results are averaged over five scenarios
(where the percentage of bad nodes is increased from 10%
to 50%) with 50 simulation runs for each scenario. The
result for the best node selection scheme indicates that 8
out of 25 (32%) of the good nodes run out of battery in the
simulation period. If the best nodes learn over time that they
are being exploited, this may cause the nodes to become
selfish. In the extreme case, it may lead to a breakdown
of the content-sharing network as no node is willing to be
one of the best nodes. The results for the best trust are
very similar to the best node scheme. For the probabilistic
and random schemes, we can see that there is no power



failure in the observed period. These results clearly indicate
that the probabilistic scheme outperforms the best node
selection scheme. Although the random scheme shows good
results, this scheme is considered to be unsuitable for the
collaborative environment as it cannot detect misbehaving
nodes and consequently has substandard performance, which
we will demonstrate next.

Finally, we show the influence of the selection model
on the service quality, represented by the average goodput
of all nodes in Figures 3(a) and 3(b). In these figures, the
percentage of bad nodes is increased from 10% to 50% and
the value for each data point is averaged over 50 simulation
runs. The confidence intervals are not shown since the
variances are very small. We believe that the source of the
variations between simulation run is adherence probability
which determines the good interaction probability (since
the nodes have the same set of content providing nodes to
choose from). However, as mentioned in Subsection III-A,
adherence probability is uniformly distributed and hence
the values for different simulation runs do not significantly
differ.

Figure 3(a) shows the results of the ideal case, assuming
that nodes have no resource constraints. We can observe
that the best node and best trust selection schemes are able
to achieve the highest values for goodput. Furthermore, the
random selection scheme comes with high costs especially
when the number of malicious nodes is increased while the
probabilistic scheme’s results are only slightly worse than
the best node and best trust schemes. However, to achieve
these results, the best node and best trust selection schemes
interact with only a few nodes (see Figure 2), leading to the
high workload for these nodes.

Figure 3(b) shows the performance of the node selection
schemes under the scenario where nodes have limited power
and become selfish after their battery level reaches 60%.
Compared to the ideal case from Figure 3(a), the best
node and best trust schemes show a significantly reduced
performance. Best node selection model performs the worst
among all the schemes since the scheme continues to select
the nodes with the highest probability of a good outcome,
unaware that a node has reached its’ interaction limit. The
performance of the best trust scheme also decreases, as it
is again over-utilizing the best nodes. However, this scheme
is able to adjust quickly to the new situation. In contrast,
the performance of the probabilistic model stays high and
outperforms the other models. Additionally, we can observe
that all schemes other than the random selection scheme do
not depend on the number of bad nodes. This indicates again
that the trust model is able to identify good nodes (given the
conditions of the simulation).

IV. CONCLUSION AND FUTURE WORK

This paper provides a novel trust evaluation and node
selection model for a mobile ad hoc content distribution

network. It presents the analysis and evaluation of this model
and comparison with three other node selection models.
The presented results show that models which select only
the best node lead to significant imbalances with respect to
the workload of the nodes, and the proposed probabilistic
selection model helps to overcome this problem, while still
enabling a high proportion of useful content downloaded
from nodes correctly selected as trustworthy. For future
work, we will compare our combined model with other trust
evaluation models.
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