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Abstract

We address the problem of detecting batches
of emails that have been created according
to the same template. This problem is mo-
tivated by the desire to filter spam more ef-
fectively by exploiting collective information
about entire batches of jointly generated mes-
sages. The application matches the prob-
lem setting of supervised clustering, because
examples of correct clusterings can be col-
lected. Known decoding procedures for su-
pervised clustering are cubic in the number of
instances. When decisions cannot be recon-
sidered once they have been made – owing
to the streaming nature of the data – then
the decoding problem can be solved in lin-
ear time. We devise a sequential decoding
procedure and derive the corresponding op-
timization problem of supervised clustering.
We study the impact of collective attributes
of email batches on the effectiveness of rec-
ognizing spam emails.

1. Introduction

Senders of spam, phishing, and virus emails avoid
mailing multiple identical copies of their messages.
Once a message is known to be malicious, all subse-
quent identical copies of the message could be blocked
easily, and without any risk of erroneously blocking
regular emails. Collective features of jointly generated
batches of messages could provide additional hints for
automatic classification, if batches could be recognized
as such. Tools for spam, phishing, and virus dissemi-
nation employ templates and stochastic grammars, for
text messages as well as for images and the source code
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of viruses. The templates are instantiated for each
message. Table 1 shows two illustrative spam mes-
sages, generated from the same template.

A natural approach to identifying batches in incoming
messages is to cluster groups of similar instances. But
unlike for exploratory data analysis, a ground truth

of correct clusterings exists. In order to decide which
technique to use, one has to consider the characteris-
tics of electronic messaging.

The overall amount of spam in electronic messages is
estimated to be approximately 80 percent. Currently,
80 to 90 percent of these messages are generated by
only a few spam senders, each of them maintaining a
small number of templates at a time, but exchanging
them rapidly. Thus, examining the total email traffic
of a short time window, the bulk of incoming messages
has been generated by a small number of templates
while the remaining 20 percent cover newsletters, per-
sonal, and business communications. In a clustering
solution, the latter would result in a large number of
singleton clusters while newsletters and spam batches
congregate in many large and some very large groups.
An appropriate clustering algorithm needs to allow for
arbitrarily many clusters and an adjustable similarity
measure that can be adapted to yield the ground truth
of correct clusterings.

At first blush, correlation clustering meets all these
requirements. Finley and Joachims (2005) adapt the
similarity measure of correlation clustering by struc-
tural support vector machines. The solution is equiv-
alent to a poly-cut in a fully connected graph spanned
by the messages and their pairwise similarities. How-
ever, this solution ignores the temporal structure of
the data. And although training can be performed off-
line, the correlation clustering procedure has to make
a decision for each incoming message in real time as
to whether it is part of a batch. Larger email service
providers have to deal with an amount of emails in
the order of 108 emails each day. Being cubic in the
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Table 1. Two spam mails from the same batch.

Hello,
This is Terry Hagan.We are accepting your mo rt-
gage application. Our company confirms you are
legible for a $250.000 loan for a $380.00/month.
Approval process will take 1 minute, so please fill
out the form on our website:
http://www.competentagent.com/application/
Best Regards, Terry Hagan;
Senior Account Director
Trades/Fin ance Department North Office

Dear Mr/Mrs,
This is Brenda Dunn.We are accepting your mortga
ge application. Our office confirms you can get a
$228.000 lo an for a $371.00 per month payment.
Follow the link to our website and submit your con-
tact information. Easy as 1,2,3.
http://www.competentagent.com/application/
Best Regards, Brenda Dunn;
Accounts Manager
Trades/Fin ance Department East Office

number of instances, this solution leads to intractable
problems in practice.

We devise a sequential clustering technique that over-
comes these drawbacks. Exploiting the temporal na-
ture of the data, it is linear in the number of instances.
Sequential clustering can easily be integrated in struc-
tural SVMs, allowing for the similarity measure to be
adapted on a labeled training set.

Our paper is structured as follows. We discuss related
work in Section 2 and introduce the problem setting in
Section 3. In Section 4, we derive a learning method
starting from a relaxed clustering variant. In Section 5,
we exploit the temporal nature of the data and devise
a sequential clustering algorithm with an appropriate
learning variant. We report on experimental results in
Section 6. Section 7 concludes.

2. Related Work

Prior work on clustering of streaming data mainly
focused on finding single-pass approximations to k-
Center algorithms. Guha et al. (2003) develop a
constant-factor approximation to k-Median clustering,
whereas Ordonez (2003) use an incremental version of
k-Means for clustering streams of binary data.

Prior information about the clustering structure of a
data set allows for enhancements to clustering algo-
rithms such as k-Means. For instance, Wagstaff et al.
(2001) incorporate the background knowledge as must-
link and cannot-link constraints into the clustering

process, while Bar-Hillel et al. (2003) and Xing et al.
(2002) learn a metric over the data space that incor-
porates the prior knowledge.

Using batch information for spam classification has
been studied for settings where multiple users receive
spam emails from the same batch. Gray and Haahr
(2004) as well as Damiani et al. (2004) discuss diffi-
culties concerning the distribution of batch informa-
tion and trust between users, while mostly heuristics
are used to identify duplicate emails from the same
batch. More sophisticated exploration of robust iden-
tification of duplicates has been done in other domains.
Learning adaptive similarity measures from data has
previously been studied by Ristad and Yianilos (1997).

Correlation clustering on fully connected graphs is in-
troduced in (Bansal et al., 2002). A generalization to
arbitrary graphs is presented in (Charikar et al., 2005),
and Emanuel and Fiat (2003) show the equivalence to
a poly-cut problem. Approximation strategies to the
NP-complete decoding are presented in (Demaine &
Immorlica, 2003; Swamy, 2004). Finley and Joachims
(2005) investigated supervised clustering with struc-
tural support vector machines.

Several discriminative algorithms have been studied
that use joint spaces of input and output variables;
these include max-margin Markov models (Taskar
et al., 2004) and structural support vector machines
(Tsochantaridis et al., 2005). These methods use
kernels to compute the inner product in input out-
put space. This approach allows to capture arbi-
trary dependencies between inputs and outputs. An
application-specific learning method is constructed by
defining appropriate features, and choosing a decod-
ing procedure that efficiently calculates the argmax,
exploiting the dependency structure of the features.

3. Problem Setting

In this section, we abstract the problem of detecting
batches in an email stream into a well-defined problem
setting. We decompose the problem into decoding and
parameter estimation and derive an appropriate loss
function for the parameter estimation step.

A mail transfer agent processes a continuous stream of
messages; for each message, it needs to decide which
action to take. Possible actions are to accept the mes-
sage from the connecting agent and to deliver it to the
recipient; to reject the message within the SMTP ses-
sion; or to accept the message and file it into the recip-
ient’s spam folder. We focus on the decision on which
messages are part of the same batch. The policy on a
final action to take can depend on whether this batch
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is already blacklisted as being malicious, and possibly
on the output of a classifier that uses information in
the email as well as in the entire batch.

The agent can take only a fixed number of messages
into account when making decisions, for obvious mem-
ory constraints. We model the problem such that at
each time, a window of messages x is visible. The out-
put is an adjacency matrix y, where yjk = 1 if xj and
xk are elements of the same batch, and 0 otherwise.

Training data consists of n sets of training emails
x(1), . . . ,x(n) with T (1), . . . T (n) elements. Each set
x(i) represents a snapshot of the window of observable
messages. For each training set we are given the cor-
rect partitioning into batches and singleton emails by
means of adjacency matrices y(1), . . . ,y(n).

A set of pairwise feature functions φd : (xj , xk) 7→ r ∈
R with d = 1, . . . , D is available. The feature functions
implement aspects of the correspondence between xj

and xk . Examples of such functions are the TFIDF
similarity of the message bodies, the edit distance of
the subject lines, or the similarity of color histograms
of images included in the messages. All feature func-
tions are stacked into a similarity vector Φ(xj , xk).

The desired solution is a procedure that produces
an adjacency matrix minimizing the number of in-
correct assignments of emails to batches, where in-

correct refers to the ground truth that is reflected
in the training data. The number of incorrect as-
signments is measured by the following loss function
∆ : (y, ŷ) 7→ r ∈ R

+
0 . Mis-assigning an element xj to a

batch corrupts a number of matrix elements yjk equal
to the size of the batch. Intuitively, mis-assigning a
message to a small batch is as bad as mis-assigning it
to a large batch. Therefore, in order to quantify the
total number of incorrect assignments, the number of
bad links for each xj is divided by the size of the batch
that xi is assigned to:

∆N (y, ŷ) =
∑

j,k:k<j

|yjk − ŷjk|
∑

k′ 6=j yk′k

.

We will now introduce the model parameters and de-
compose the problem into decoding and parameter

estimation. It is natural to find a similarity value
simw(xj , xk) by linearly combining the pairwise fea-
ture functions with a weight vector w, forging the pa-
rameterized similarity measure of Equation 1.

simw(xj , xk) =

D
∑

d=1

wdφd(xj , xk) = w>Φ(xj , xk) (1)

Applying the similarity function to all pairs of emails
in a set yields a similarity matrix. The problem of cre-

ating a consistent clustering of instances from a simi-
larity matrix is equivalent to the problem of correlation

clustering (Bansal et al., 2002).

Given the parameters w, the decoding problem is to
produce an adjacency matrix ŷ = argmax

y
f(x,y)

that maximizes a decision function f , subject to the
constraint that ŷ be a consistent clustering. In stan-
dard correlation clustering, the objective is the intra-
cluster similarity:

f(x,y) =
∑

j,k

yjksimw(xj , xk). (2)

The parameter learning problem is to obtain weights
w such that, for a new stream of messages, the w-
parameterized decoding procedure produces cluster-
ings that minimize risk; i.e., the expected loss

R(f) =

∫

∆(y, argmax
ȳ

f(x, ȳ))p(x,y)dxdy, (3)

where p(x,y) is the (unknown) distribution of sets of
objects and their correct clusterings.

4. Learning to Cluster

Supervised clustering elegantly fits into the framework
of learning support vector machines with structured
output spaces (Tsochantaridis et al., 2005). Finley and
Joachims (2005) use an iterative algorithm for learn-
ing the weight vector; it starts with an empty set of
constraints and adds the most strongly violated con-
straint in each iteration. We briefly review the model
and decoding problem and derive the parameter op-
timization problem for our loss function. We arrive
at a compact optimization problem that can be solved
using standard tools instead of an iterative procedure.

In standard correlation clustering, the decision func-
tion to be maximized by the clustering is the intra-
cluster similarity. Substituting Equation 1 into Equa-
tion 4 shows that the decision function is an in-
ner product of parameters and a vector Ψ(x,y) that
jointly represents input x and output y (Equation 5).

f(x,y) =

T
∑

t=1

t−1
∑

k=1

ytksimw(xt, xk) (4)

=

T
∑

t=1

t−1
∑

k=1

ytkw
>Φ(xt, xk)

= w>

(

T
∑

t=1

t−1
∑

k=1

ytkΦ(xt, xk)

)

= w>Ψ(x,y). (5)
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Given parameters w and a set of instances x, the de-
coding problem is to find the highest-scoring clustering

ŷ = argmax
y
f(x,y)

s.t. ∀jkl : (1− yjk) + (1− ykl) ≥ (1− yjl) (6)

∀jk : yjk ∈ {0, 1}.

Equation 6 requires ŷ to be a consistent clustering: if
xj and xk are elements of the same cluster and xk and
xl are in the same cluster, then xj and xl have to be in
the same cluster as well. Unfortunately, maximizing
f(x,y) over integer assignments of matrix elements
yjk is NP-complete. A common approach is to ap-
proximate it by relaxing the binary edge labels yjk to
continuous variables zjk ∈ [0, 1].

ẑ = argmax
z
f(x, z)

s.t. ∀jkl : (1−zjk) + (1−zkl) ≥ (1−zjl) (7)

∀jk : zjk ∈ [0, 1]

We refer to this decoding strategy as the LP decoding;
it is cubic in the size of the window x. Parameter
w is chosen as to minimize the regularized empirical
counterpart of the risk in Equation 3 (Tsochantaridis
et al., 2005):

min
1

2
‖w‖2 + C

n
∑

i=1

ξ(i) (8)

s.t. ∀i w>Ψ(x(i),y(i)) + ξ(i) ≥

max
ȳ

w>Ψ(x(i), ȳ) + ∆(y(i), ȳ) (9)

∀i ξ(i) ≥ 0. (10)

Replacing the right-hand side of constraint 9 with their
continuous approximations and substituting the nor-
malized loss function ∆N , we can write it as

max
z̄

w>Ψ(x(i), z̄) + ∆N (y(i), z̄)

= max
z̄

w>Ψ(x(i), z̄) +
∑

k<j

|y
(i)
jk − z̄jk|

∑

k′ 6=j y
(i)
k′k

= max
z̄

d(i) +
∑

j,k<j

z
(i)
jk (w>Φ(x

(i)
j , x

(i)
k )− e

(i)
jk ),

where d(i) =
∑

j,k<j

y
(i)
jk

P

k′ 6=j y
(i)

k′k

and e
(i)
jk =

2y
(i)
jk

−1
P

k′ 6=j y
(i)

k′k

,

and z̄ ranges over all relaxed adjacency matrices which
satisfy the triangle inequality (Equation 7). Integrat-
ing these constraints into the objective function leads
to the corresponding Lagrangian

L(z(i)
, λ

(i)
, ν

(i)
, κ

(i)) = d
(i) + ν

(i)>
1 + λ

(i)>
1

+
h

Φ(x(i))w − e
(i)

− A
(i)>

λ
(i)

− ν
(i) + κ

(i)
i>

z
(i)

,

where the coefficient matrix A(i) is defined as

A
(i)
jkl,j′k′ =















+1 : if (j′ = j ∧ k′ = k)
: ∨(j′ = k ∧ k′ = l)

−1 : if j′ = j ∧ k′ = l

0 : otherwise.

The substitution of the derivatives with respect to z(i)

into the Lagrangian and elimination of κ(i) removes
its dependence on the primal variables and we resolve
the corresponding dual that is given by

min
λ(i),ν(i)

d(i) + ν(i)>1 + λ(i)>1

s.t. Φ(x(i))w − e(i) −A(i)>λ(i) − ν(i) ≤ 0

λ(i), ν(i) ≥ 0.

Strong duality holds and the minimization over λ and
ν can be combined with the minimization over w. The
reintegration into Equations 8-10 finally leads to the
integrated Optimization Problem 1.

Optimization Problem 1 Given n labeled cluster-

ings, C > 0; over all w, ξ(i), λ(i), and ν(i), minimize
1
2 ||w||

2 + C
∑n

i=1 ξ(i) subject to the constraints

∀n
i=1 w>Ψ(x(i),y(i)) + ξ(i)≥ d(i) + ν(i)>1 + λ

(i)>
1,

∀n
i=1 w>Φ(x(i))− e(i) ≤ A(i)λ(i) + ν(i),

∀n
i=1 λ(i), ν(i) ≥ 0.

Optimization Problem 1 can be solved directly using
standard QP-solvers. Because of the cubic number of
triangle inequalities, the number of Lagrange multipli-
ers λ(i) in Optimization Problem 1 is cubic in the num-
ber of emails T (i) per set. Finley and Joachims (2005)
chose a similar approach but arrive at an iterative al-
gorithm to learn the weight vector. The iterative algo-
rithm represents only a subset of the constraints and
therefore achieves a speedup at training time. In our
case, the training samples are modestly sized whereas,
at application time, a high-speed stream has to be pro-
cessed. Therefore, we will develop a linear decoder in
the next section. The linear decoder will also reduce
the complexity of the parameter optimization problem
from cubic to quadratic.

5. Clustering of Streaming Data

In our batch detection application, incoming emails
are processed sequentially. The decision on the clus-
ter assignment has to be made immediately, within
an SMTP session, and cannot be altered thereafter.
Because of the high volume of the email stream, any
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Algorithm 1 Sequential Clustering

C ← {}
for t = 1 . . . T do

cj ← argmaxc∈C

∑

xk∈c w>Φ(xk, xt)

if
∑

xk∈cj
w>Φ(xk, xt) < 0 then

C ← C ∪ {{xt}}
else

C ← C \ {cj} ∪ {cj ∪ {xt}}
end if

end for

return C

decoding algorithm requiring more than linear execu-
tion time in the number of emails processed and the
number of emails in the window would be prohibitive.

We therefore impose the constraint that cluster mem-
bership cannot be reconsidered once a decision has
been made in the decoding procedure. When the par-
titioning of all previous emails in the window is fixed,
a new mail is processed by either assigning it to one
of the existing clusters, or creating a new singleton
batch. Algorithm 1 details this approach; the initially
empty partitioning C becomes a singelton cluster when
the first message arrives. Every new message then ei-
ther groups to an existing cluster cj or extends C by
forming its own singelton cluster {xt}, respectively.

In general, given a fixed clustering of x1, . . . , xT−1,
the decoding problem of finding the y that maximizes
Equation 5 reduces to

max
y

T
∑

t=1

t−1
∑

k=1

ytksimw(xt, xk) (11)

= max
y

T−1
∑

t=1

t−1
∑

k=1

ytksimw(xt, xk)

+

T−1
∑

k=1

yTksimw(xT , xk). (12)

The first summand is constant. Finding the maximum
in Equation 11 therefore amounts to assigning it to the
cluster which is most similar to xT or, if no existing
cluster has positive total similarity, establishing a new
singleton cluster.

In terms of the adjacency matrix y(i) of the i-th input,
the task is to find entries for the T -th row and column,
realizing the optimal clustering of xT . We denote the
set of matrices that are consistent clusterings and are
equal to the i-th example, y(i), in all rows/columns

except for the T -th row/column, by Y
(i)
T . If we denote

the potential new cluster (which is empty before in-

serting xT ) with c̄, Y
(i)
T is of the size |C ∪ {c̄}| ≤ T (i).

Finding the new optimal clustering can be expressed
as the following maximization problem.

Decoding Strategy 1 Given T (i) instances

x1, . . . , xT (i) , similarity measure simw : (xj , xk) 7→
r ∈ R, and a clustering of instances x1, . . . , xT (i)−1;

the sequential decoding problem is defined as

ŷ = max
ȳ∈Y

(i)
T

T (i)−1
∑

k=1

ȳT (i)ksimw(xT (i) , xk). (13)

Now, we derive an optimization problem that requires
the sequential clustering to produce the correct output
for all training data. Optimization Problem 2 consti-
tutes a compact formulation for finding the desired
optimal weight vector by treating every message as
the most recent message once, in order to exploit the
available training data as effectively as possible.

Optimization Problem 2 Given n labeled cluster-

ings, C > 0; over all w and ξ, minimize 1
2‖w‖

2 +

C
∑

i,j ξ
(i)
j subject to the constraints

w>Ψ(x(i),y(i)) + ξ
(i)
t ≥ w>Ψ(x(i), ȳ) + ∆N (y(i), ȳ)

for all 1 ≤ i ≤ n, 1 ≤ t ≤ T (i), and ȳ ∈ Y
(i)
t .

Note that Optimization Problem 2 has at most
∑n

i=1(T
(i))2 constraints and can efficiently be solved

with standard QP-solving techniques.

6. Experimental Results

In this section we evaluate the performance and ben-
efit of batch detection on a collection of emails. We
compare our learning methods with the iterative learn-
ing procedure for supervised clustering by Finley and
Joachims (2005) and perform an error analysis. We
evaluate how the identification of email batches can
actually support the classification of emails as spam
or non-spam. Furthermore, we assess the execution
time of the presented decoding methods. Quadratic
programs are solved with CPLEX.

6.1. Email Batch Data

Email batch detection is performed at a mail trans-
fer agent that processes a dense stream of messages.
Standard email collections such as the Enron corpus or
the TREC spam collection are collected from final re-
cipients and therefore exhibit different characteristics.
A mail transfer agent experiences many large batches
over a short period of time. Existing spam corpora
were harvested over a longer period from clients and
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Figure 1. Average loss for window size m = 100.

contain fewer and more scattered copies of each batch.
We therefore create an email corpus that reflects the
characteristics of an email stream, but remedies the
obvious privacy concerns that would arise from simply
recording an email stream at a mail transfer agent.
We do record the email stream for a short period of
time, but only extract spam messages from this record.
We randomly insert non-spam messages from the En-
ron collection and batches of newsletters. We remove
the headers except for the sender address, MIME part
information, and the header size.

The final corpus contains 2,000 spam messages, 500
Enron messages, and 500 newsletters (copies of 50 dis-
tinct newsletters). We manually group these emails
into 136 batches with an average of 17.7 emails, and
598 remaining singleton mails. We implement 47 fea-
ture functions. They include the TFIDF similarity,
equality of sender, equality of the MIME type, and
differences in letter-bigram-counts.

We design a cross validation procedure such that no
elements of the same newsletter or spam batch occur in
both the training and test set at any time. To this end,
we construct each test set by using one non-singular
batch, and filling the test sample with singletons and
emails of other batches to a total size of 100. Batches
with more than 50 emails are divided over several test
sets, to ensure a reasonable mixture of emails from
the test batch and other emails. Overall, there are
153 test sets. For each of these test sets, nine training
sets x(1), . . . ,x(9) are generated by sampling randomly
from the remaining emails, excluding emails from the
test batch in case of split test batches. All reported
results are averaged over the results from each of the
153 training/test combinations.

6.2. Batch Identification

We compare the parameter vectors obtained by four
strategies. Parameters are estimated by solving Op-
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Figure 2. Fraction of the loss induced by the learning algo-
rithm (similarity matrix) and the decoding.

timization Problem 1 (compact), solving Optimiza-
tion Problem 2 (sequential), and by using the itera-
tive training algorithm of Finley and Joachims (2005)
(iterative). As an additional baseline, we train a pair-
wise classifier (pairwise) classifier: each pair of emails
within a set constitutes a training example, with label
+1 if they belong to the same cluster, and −1 other-
wise. On these pairs, a linear SVM is trained, and the
weight vector is directly used as parameter of the sim-
ilarity measure. The final clustering is then obtained
by one of the decoding strategies, using the similarity
matrix obtained from pairwise learning.

Though three of the four optimization problems re-
fer to a specific decoding strategy, we evaluate each of
them with every decoder for comparison. We study
three decoders: LP decoding (exact solution of Equa-
tion 8), the sequential decoder (Decoding Strategy 1),
and the greedy agglomerative clustering described in
(Finley & Joachims, 2005). Figure 1 shows the av-
erage normalized loss per mail of these combinations
with standard error. For this problem, there are no
significant differences between either of these training
and decoding methods. The sequential decoder oper-
ates under the constraint of linearity, and it would be
plausible to assume that it incurs a higher loss than
the LP decoding on average. The data suggests that
this might be the case, but the difference is at most
slight and by no means significant.

Figure 2 gives more insight into the characteristics of
the compared methods. On the y-axis, the number of
disagreeing edges with respect to the true clustering
is depicted. The hatched areas indicate the number
of disagreements between the true clustering and the
signs of the similarity matrix induced by the weight
vector and the pairwise features. The similarity matrix
serves as input to the decoder; the decoder transforms
it into a consistent partitioning. The colored bars in-
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dicate the numbers of wrong edges after clustering.

It is apparent that the simplest learning method, pair-
wise learning, leads to the fewest wrong edges before
clustering, but the induced similarity matrix is fur-
thest away from being a consistent partitioning. This
corresponds to the intuition that the training con-
straints of pairwise learning refer to individual links
instead of the entire partitioning. The iterative al-
gorithm leads to similarity matrices which are signif-
icantly nearer to a consistent clustering (the colored
bars are shorter). The similarity measures learned by
the compact optimization problems lead to a similarity
matrix with still more disagreeing edges, while yielding
comparable error rates after decoding. This indicates
that the decoding step has to resolve fewer inconsis-
tencies, making it more robust to approximations.

6.3. Classification Using Batch Information

We evaluate how the classification of emails as spam or
non-spam benefits from identification of batches. As
a baseline, we train a linear support vector machine
with the word-counts of the training emails as features.
We remove all email header information except for the
subject line in order to eliminate artefacts from the
data collection procedure.

We construct a collective filter that sums up the word
counts of all emails in a batch, and includes four ad-
ditional features: the size of the batch, a binary fea-
ture indicating whether the batch is larger than one,
a binary feature indicating whether the subject of all
emails in the batch is identical, and a binary feature
indicating whether the sender address of all emails in
the batch is identical. This results in all emails within
a batch having the same feature representation.

We examine how the classification performance is af-
fected by the batch detection. As an upper bound,
we investigate the performance of the collective classi-
fier given perfect clustering information, based on the
manual clustering. In addition to that, we assess how
sensitive the benefit of collective classification is with
respect to the accuracy of the clustering. In the set-
ting of clustering with noise, each email is collectively
classified in a cluster that contains increasingly many
wrongly clustered emails.

Figure 3 shows the area under the ROC curve (AUC)
for the classifiers under investigation. The perfor-
mance of the collective classifier based on a perfect
clustering can be seen on the right hand side of the
graph (ideal clustering at 0% noise). The difference
between the collective classification based on a per-
fect clustering and based on the inferred clusterings
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Figure 3. Classification accuracy with batch information.

is not significant. The collective classifiers perform
indistinguishably well; sequential and LP decoder per-
form alike. We can see that using ideal batch informa-
tion, the risk of misclassification (1 - AUC) is reduced
by 43.8%, while with non-ideal batch information ob-
tained through approximate clustering still 41.4% re-
duction are achieved. Even though the AUC of the
baseline appears high already, in spam filtering a 40%
reduction of the risk is a substantial improvement!

6.4. Clustering Runtime

An important aspect in clustering on streams and es-
pecially in identifying spam batches is efficiency. The
window size has to be sufficiently large to contain at
least one representative of each currently active batch.
The time required to cluster one additional email de-
pending on the window size is therefore a crucial cri-
terion for selecting an appropriate clustering method.

Figure 4 illustrates the observed time required for pro-
cessing an email by LP-decoding and sequential decod-
ing with respect to the window size. While the com-
putation time of the LP approximation grows at least
cubicly, the time for an incremental update for a sin-
gle email with sequential decoding grows only linearly.
Due to the different time-scales of the two methods
(note that the center graph shows micro-seconds in-
stead of seconds), we use a logarithmic time-scale to
plot the curves in a single diagram (right-hand graph).

7. Conclusion

We devised a sequential clusering algorithm and two
integrated formulations for learning a similarity mea-
sure to be used with correlation clustering. First, we
derived a compact optimization problem based on the
LP approximation to correlation clustering to learn the
weights of the similarity measure. Starting from the
assumption that decisions for already processed emails
cannot be reconsidered, we devised an efficient cluster-
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Figure 4. Computation time for adding one email depending on window size.

ing algorithm with computational complexity linear in
the number of emails in the window. From this al-
gorithm we derived a second integrated method for
learning the weight vector.

Our empirical results indicate that there are no sig-
nificant differences between the learning or decoding
methods in terms of accuracy. Yet the integrated
learning formulations optimize the weight vector more
directly to yield consistent partitionings. Using the
batch information obtained from decoding with the
learned models, email spam classification performance
increases substantially over the baseline with no batch
information. The efficiency of the sequential clus-
tering algorithm makes supervised batch detection in
enterprise-level scales, with millions of emails per hour
and thousands of recent emails as reference, feasible.
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