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Abstract Moving from the traditional federated design paradigmegnation of mixed-
criticality software components onto common computingfptans is increasingly being
adopted by automotive, avionics and the control industnjs hethod faces new challenges
such as the integration of varied functionalities (depéiliiyg responsiveness, power con-
sumption, etc.) under platform resource constraints amgtévention of error propagation.
Based on model driven architecture and platform based isgiginciples, we present a
systematic mapping process for such integration adheritrgrsformation based design
methodology. Our aim is to convert/transform initial ptath independent application spec-
ifications into post integration platform specific modetsthis paper, a heuristic based re-
source allocation approach is depicted for the consolilatapping of safety critical and
non-safety critical applications onto a common computiteffprm meeting particularly
dependability/fault-tolerance and real-time requiretegWe develop a supporting tool suite
for the proposed framework, where VIATRA (ViIsual Automataddel TRAnsformations)
is used as a transformation tool at different design stepsiddate the process and provide
experimental results to show the effectiveness, perfocenand robustness of the approach.
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1 Introduction

Design of dependablaeal-time (RT) embedded systems comprises diverse furadtand
critical applications and faces a wide range of competingstaints (e.g., cost, space,
weight, power, FT, hard RT and multiple other realizationsteaints) imposed by the in-
creasing number of applications and their software (SWanides of such systems include
automotive, avionics and control systems among many otiershese are often safety-
critical environments, the applicatiorS\/ componehare desired to produce correct output
and preserve the safety of the operations even in the presérsome faults from an antic-
ipated set of faults. Moreover they have to fulfill severegponsivenesand performance
requirements in addition to functional correctness makirggdesign even more challeng-
ing [1]. Thus efficient and cost effective system designtsti@s are needed to integrate
these diverse critical applications across limited hardwi\W) resources while consider-
ing the interplay of dependability/FT and RT requirements.

Traditional design techniques such as federated apprd@ddrg increasingly limited
for developing such systemBxtra-functionalproperties such as timeliness, FT and safety
are introduced often late in the development process wreeddhign is difficult and costly
to change/upgrade. For example, FT is treated as an addjaitement in the design pro-
cess. A typical (and costly) approach being replicatingitim@ementation, i.e., a so called
federated approach. Investigations show that this appréalts to produce cost-effective
dependable systems [3]. On the other hand embedded prduaasbecome increasingly
complex and must be developed quickly that current desigtnadelogies are no longer
efficient [4]. Therefore integrated approaches are moenaitivocated where integration of
different criticality applications onto a common compagtiplatform is needed. The impor-
tance and benefits of such approach is evident from the deeigrept in avionics industry
such as the Integrated Modular Avionics (IMA) [5-7] as wedl such design concept is
currently being introduced in automotive industry suchra®\UTomotive Open System
ARchitecture (AUTOSAR) [8] and in [9,10]. In order to ease ftesign complexity, inte-
grated system design should come up with guidelines, metbgi@s and tools [11] and
need a stepwise design process. This method for designibgdxtad systems requires to
specify and design SW and HW separately. The developmenichf $/stems also calls for
new forms of abstraction and design methodologies for brglgpplications with platform
details.

The emerging Model Driven Architecture (MDA) [12] and Ptath Based Design (PBD)
[4] initiatives address such design processes at diffedestraction levels. Adhering to these
methodologies and for developing an efficient transforomaliased system design, we pro-
pose the following guidelinegi) to start the design by representing the functional applica-
tion development in an abstract form independent from th#qim implementation details,
(i) the selection of the HW platform such that it can support tieefionality while meet-
ing the performance and dependability/FT requirementd,(iéh the integration/mapping
of application functionalities onto available platformseogirces satisfying specified design
constraints In PBD technology this is often termed eeting-in-the-middlgrocess. This
design step faces new challenges under platform resourstramts and needs careful at-
tention such that FT and RT requirements are not compromiseaatder to tackle all these
design considerations, new methodologies need to be gmakldloreover a suitable tool-
chain is essential for such design steps in order to be alesign the system in an efficient
and cost effective way. Consequently, in this work we prep@$ormalization of the soft-
ware job and hardware platform to perform constrained joppiray between them.

1 The terms dependability and fault-tolerance (FT) will bedisynonymously in the paper.



1.1 Our Contributions

Unlike existing traditional design approaches, we conditlegration of different criticality
applications using a transformation and mapping apprdasimg these approaches and ad-
hering to model-based design princiflesur aim is to convert initial platform independent
SW component specifications into a platform specific posgration model (Figure 1). We
focus on mapping different applications/SW component® aiiared HW resources sub-
ject to operational constraints. Applications are furtthtecomposed into smaller executable
fragments called jobs. A mapping is defined @sassigning jobs onto suitable HW nodes
such that platform resource constraints and dependdbiligequirements are metegsource
allocation) and(Il) ordering job executions in time¢heduling. This particular problem is
often NP hard [13] to solve in a tractable manner where aisolwian be found in polyno-
mial time [14]. Consequently heuristic solution technigjagee often utilized. Also, existing
approaches usually do not addrédsand(ll) together. Mostly scheduling is performed as-
suming a predetermined manual allocation. This may not beiple for a rapidly developed
embedded systems where functionalities and complexities {o large number of design
constraints and requirements) are increasing day-byIays intuitive mapping decisions
are inherently limited beyond a given complexity. We haveettgped a heuristics based
systematic resource allocati@pproach for the mapping in [15]. Dependability/FT and RT
requirements are the prime drivers for our proposed magpidgoth of them are taken into
consideration in stefl). The same concept is utilized in this transformation basesigth
process. Rather than focusing solely on the performanceecélgorithm itself, we ensure
separation of replicas to maintain dependability overgrdaon, while satisfying timing
constraints, minimizing interactions and reducing the ramication load on the network.
The output of the algorithm is a feasible mapping of jobs d#it¥ nodes.

Platform independent SW
components model (PIM)
(language based on UML)

Transformation/
Mapping

Platform specific post
integration model (PSM)

HW platform,

Constraints
/ Prime driver:
Dependability

Fig. 1 Transformation based design

The design starts from the high-level abstraction of sydtemtionality which is com-
pletely independent of platform specific programming detdihe Platform Independent
Model (PIM) is created by specifying the functional as wedl @sponsiveness and de-
pendability properties of application jobs. We develos thiodel for varied applications
(model is given in Section 8.2). The challenging task is tegnate these different criticality
PIMs onto resource constrained HW platform. Our aim is to/jol® an interactive (semi-
automated) and iterative transformation based design angorting tool set for such de-
sign. In the course of the transformation (PIM-to-PSM maghi applications of different
requirements are allocated and integrated onto common Kdlrees based on the speci-
fied constraints. The post integration phase is defined iRldigorm Specific Model (PSM),

2 This follow the pervasiveness of these techniques in imgust



where system functionalities are already mapped ontogshatineeting the requirements
andobjectives This model controls the deployment of executables to thgeteglatform.

Over all, we make the following contributions:

1) A novel transformation based design methodology is deeeldpr integrated mapping
of SW components onto HW. To the best of our knowledge thisaditst transformation
based mapping approach that combines both dependabititiR@raspects.

2) Relevant design criteria such as classification of requérgsand constraints, criticality
partitioning, reusability, fault-tolerance, fault-caimment, responsiveness, utilization
of bandwidth are comprehensively addressed in our approach

3) We model functional anéxtra-functionalrequirements in the same abstract platform,
i.e., in the PIM. Thus, the extra-functional requiremerftR® and dependability/FT are
taken into account at early design phase.

4) Dependability is ensured through replication of jobs wiiphhcriticality. We then en-
hance dependability by using fault-containment mechaaisdpresent a schedulability
analysis for guaranteeing the responsiveness/timelpreggrties.

5) Themarked PIMis introduced in the design process in order to complemenirtior-
mation of PIM and HW platform model by designer decisions.

6) Based on heuristics a systematic mapping of Safety Cri{i8€l) and non-SC appli-
cations onto a distributed computing platform is carrietl such that their operational
delineation is maintained over the integration. Our pregcslgorithm generates an ini-
tial feasible solution and guides the design optimizatioan efficient way.

7) We perform extensive experiments which show the effecéssr(quality of the solu-
tion), performance (reducing the search space and findingcé tpasible solution) and
robustness (consistent to perform the same mapping over raas) of our design pro-
cess. A validation of the allocation process is performedels

8) We provide a supporting tool set and technologies in a VIAPRased framework.
Once all the defined design steps/transformations are doviATRA, the PSM of the
target system is generated.

1.2 Paper Organization

The paper is organized as follows. Section 2 discusseslttedavork. Section 3 depicts the
fundamental aspects of our target system design descrilystgm requirements, different
partitioning policies and SW reusability. The system made problem formulation is de-
tailed in Section 4. The developed transformation appréspinovided in Section 5, where
we briefly describe the system design flow. The mapping psoisesystematically described
in Section 6 including mapping strategies (e.qg., providiig influence/fault-containment,
schedulability analysis), proposed heuristics and therdlgm. Section 7 illustrates the map-
ping using a SC-application from an actual automotive sysé@d provides performance
evaluation of the heuristics. The over all process is imgleted in a VIATRA based tool

suite detailed in Section 8.

2 Related Work

Varied techniques have already been used for solving tlweires allocation problem, e.g.,
constraint propagation [17, 18], inform branch-and-boand forward checking [18,19] and
mixed integer programming [20]. These approaches typigeform the mapping (alloca-
tion and scheduling) straightforwardly applying the abowentioned techniques. A disad-
vantage of these approaches is that usually they do not pliticagh! efforts to reduce the
search space a priori while solving the problem thus lirgitiheir applicability to handle

3 VIATRA (Visual Automated model TRAnsformations) is an ource model transformation tool [16].



only a few constraints. [17] applies symmetries exclus@mretiuce the search space which
is more desirable in a homogeneous system. An enhancemehé @uality-of-Service
(QoS) based resource allocation model [20] is presentedlihy vhere a hierarchical de-
composed scheme by dealing with smaller number of resoisa@Escribed enabling QoS
optimization techniques for large problems. Tasks repiboais used as a QoS dimension
in order to provide FT. In this paper, we decompose our agbrago several subproblems
and phases in order to reduce the complexity of solving toblpm. We describe this more
in Section 4.2.

The major requirements for designing embedded system® aneét both RT require-
ments and to provide dependability (FT, avoiding error pgadion, etc.). Commonly used
approaches typically address RT and FT on a discrete b&RIJL AIRES (Automatic Inte-
gration of Reusable Embedded Systems) [19, 22] describedlttation of SW components
onto HW platforms for RT and embedded applications satigfyhultiple resource con-
straints. They also provide a schedulability analysis. Mie¢hod has been implemented into
a Model Driven Development (MDD) analysis tool that evaisatvhether those constraints
are satisfied. Based on constraint programming, [18] ptesam approach to constraint-
driven scheduling and resource assignment. They developsiraint solver engine which
satisfies a set of constraints. However dependability/Fiotsconsidered in any of these
approaches. Moreover when scheduling for RT systems isnpeed, a predetermined al-
location or a simple allocation scheme is used (e.g., [B})hé scheduling is performed
without assuming any pre-allocation it may significantlgrease the computation complex-
ity and can make the problem intractable (cannot be solvedlynomial time [14]). Also if
the allocation and scheduling are considered separatgbgriant information (e.g., consi-
dering constraints) used from one of these activities isetswhile performing the other.
On the other hand, usually FT is applied to an existing sdiveglprinciple such as rate-
monotonic or static off-line either by using task replicati23] or task re-execution [24].
Existing all these approaches typically do not addresshallconstraints or use a limited
fault model where dependability is essential. We agqagstraints prioritization25] dur-
ing the allocation phase in order to satisfy the constraititich also reduces the complexity
to solve the problem. [26] specifically addresses the degdality driven mapping (focuses
on minimizing interaction) and presents the heuristicgfiing the mapping. However the
focus is on design stage SW objects to aid integration. Aesuod various SW development
processes addressing dependability as extra-functiegairements at both late and early
phases is described in [27]. Utilizing model-based prilecif28] describes a component
integration method for designing and deploying avionicstams. [29] provides a tool suite
for the design and analysis of large-scale embedded RTrsgste

Using MDA and PBD methodologies, we develop a rigorous déable RT embedded
system design approach considering all the requiremerlisiedhe design process as well
as provide a detail description of a heuristics based dilme@and scheduling. Furthermore
we provide a new supporting tool-chain for the design of [&&hand non-SC applications.

3 Preliminaries

This section describes the functional and extra-functioeguirements, partitioning issues
for SW execution and the SW reusability, which are the corer@a for our integrated
system design approach. Based on these descriptions, tioisécl we present the system
model comprising of SW and HW model, constraints and thd faodel.



3.1 Requirements

A typical FT-RT embedded system has to comply to a set of #etiy contradicting re-
quirements formulating both envisaged functional andaefinctional properties. The re-
quirements can be expressed by categorizing them as:

— constraints which have to be satisfied in the target design in a mandatagy Typical
representatives are timeliness constraints in hard REsssbr replication level in FT
systems.

— design objectivesoccasionally referred to asoft constraintscan serve as a compa-
rison basis between design alternatives by providing sonamtijative characteristics
expressing the level of compliance of a candidate designetodquirements.

A typical set of requirements for hard FT-RT embedded systeray cover the following:

Temporal Requirements: A hard RT system must respect all timeliness requirements
in order to deliver a predictable and deterministic behawi@ddition to the compliance to
the functional specification. For instance, applicationsitterminate their execution within
a certain temporal limit even in presence of faults. Clagdsicheduling theories define two
types of temporal constraintdeadlinesto be kept by the termination of execution of the
individual jobs ancprecedence relationsequire a guaranteed termination of a job prior of
launching another one causally depending on its results.

Synchronous system implementation (e.g., time-triggd88d) is a frequently used
paradigm guaranteeing by principle the fulfillment of temgdaequirements. Here each
operation gets a time slot assigned according to its wasé-¢flongest) execution time.

Dependability Requirements: This class of requirements may contain any of the as-
pects of dependability properties [31], which are relidpibvailability, safety, security, in-
tegrity and maintainability. In the case of replication édisafety, the top priority constraint
relates the number (or cumulated reliability) of replicaghte designated reliability of the
system. The next level constraint formulates the requirgnteensure dependability by de-
sign, two types of requirements are definBdparation of replicageplicated jobs from the
high critical applications must be in partitions of diffateHW nodes andC and non-SC
partitioning: in order to maintain strong partitioning between applarag of different criti-
cality particularly to ensure that SC applications are fi@céed by the erroneous behavior
of non-SC ones.

Resource RequirementsWe define several resource related constraints under this ca
egory of requirements mentioned as follows. Some jobs canlmmapped on a subset
of available nodes due to the need of certain resources ¢emsors or actuators) and treat
them as binding requirements. The sum of computation tirhakjobs running on the same
processor must be less than the computation capabilityged\by that processor (depends
on available processor utilization) and the memory usagmbsfcannot exceed the available
memory capacity. Sufficient bandwidth for communicatingg@n different nodes must be
provided by the underlying network (e.g., TTP/C [32], FlexH33]).

3.2 Robust Partitioning Policies

Conceptual partitioning means that the boundaries amdrgygs well as among applica-
tions are well defined and protected so that operations obawjil neither be disrupted
nor corrupted by the erroneous behavior of another job [Bis Brroneous behavior of a
job can be the result of a SW fault or a failure in a HW elememdusxclusively by that
job. Partitioning is needed to ensure that SC applicatioesat affected by the erroneous
behavior of non-SC applications. The main means of achiexabust partitioning is the



implementation of well-defined and protected damage comiéme regions between com-
ponents assuring a guaranteed blocking of inter-comparent propagation. The different
policies can be distinguished according to the granulafithe architecture, i.e., the notion
of components they apply:

— Node-level partitioningis a traditional policy adopting the granularity of HW nodes
elementary construction and fault isolation componerashEusually highly dedicated)
HW node runs a single functional component of the systemil&iy replication is
introduced at the HW node level. The same separation ptegspused for isolating
the implementations of replicas and SC and non-SC fundti@s as well, by strictly
deploying each function onto a separate HW node. Damageneondint isolates faulty
components.

This paradigm necessitates a high HW overhead due to thadaday induced by the
architectural granularization for fault isolation. It fgplly results in an architecture
composed of at least one separate computing node per eaeklirad function inter-
connected by a fabric of point-to-point communication §ink

Partition A Partition B Device Driver
SC non-SC Management
Option 2 os S:rwce OS Service B Partition
Service Service OS Services
Interface Interface for Driver
~b Bl Ee3
C OS Service Provider - Kernel D
T Z
SC Core Non- SC Core
it Device Driver . Device Driver
Partition A
Manag_e_ment Partition A Management
Option 1 OS Service A Partition OS Service A Partition
Service OS Services Service OS Services
Interface for Driver Interface for Driver
== =
(___OS Service Provider - Kernel 1 OS Service Provider - Kernel
__________ N -
( Node J ( Node ) ( Node ) ( Node J
( Network (e.g., TTP/C, FIexRay) )

Fig. 2 High-level model of the target platform shows the partitgnconcepts and the appli-
cation execution environment

— Processor level physical partitioningis a modified version of node-level partitioning
for nodes embedding multiprocessors for a higher commutakipower. The loose cou-
pling between processors provides a basic inter-procéssiation to take processors
as partitioning units, while sharing the remaining (lessaal) shared resources such as
external communication channels or other I/O interfacéss 1 shown in Option 1 in
Figure 2. This configuration gives the provision of assign8C and non-SC applica-
tions onto different processor cores on the same HW nodeagdlrtb influence from
non-SC to SC applications are prohibited by design.

However the feasibility of the principle of system compisitof dedicated parts is lim-
ited in scope for ever increasing function complexity of exhbed systems. A large
number of HW components interconnected by a complex fatmooimes prohibitively

4 Influence is the probability of error propagation betweenlaies where a module can be an application,
a job, a processor core or a hode.



expensive from the point of view of resource use, power comsion and space/weight.

Moreover the high level of redundancy rapidly results inuezt overall system reliabil-

ity despite the increase in component reliability as induog technology development.

This paradigm necessitates the use of a high-level of HWn@alucy. The architectural

granularization results in architectures composed of adtlene separate computing
node per function interconnected by a fabric of point-ttapoommunication links.

— Job level partitioning policiesuse a finer granular approach by taking jobs as alloca-
tion and replication units. It allows HW resource sharinghy deployment of multiple
functions (implemented as isolated SW jobs) onto the samecBHWponent (option 2).
They provide each job with a certain amount of computatidimé and memory re-
sources for an exclusive use called thagtition for the job (Figure 2). Typically, bus
organized communication channels interconnect the HWs1dgigfety of the systems is
still based on replication of the critical parts. The opegsystem (OS) service provider
(kernel) layer (Figure 2), is used to virtualize the CPUjdlivg it into protected parti-
tions (shown as A, B, etc.), inside which a job executes. I &C partition more
than one job can run. The service interface encapsulate33$&ervices to the specific
job running in that partition. The OS kernel layer suppohts intra-nodes processor
communication.

Resource sharing is obviously beneficial from the view pofriost reduction, but inter-
job isolation becomes crucial for safety. Partitioning meatisms [2] in each shared proces-
sor have to exclude both erroneous spatial interactiogs, ggror propagationvia shared
resources between jobs) and temporal ones (e.g., stangitejob caused by another one
stealing its processor time). Isolation of the jobs is ealrout by means of the standard
support mechanism built-in into most modern processdas,fiemory segmentation in the
Memory Management Unit (MMU) further enforced by specietiHW and OS, like [2].
Strict spatial and temporal isolation is provided in platis intended for SC applications
(like TTP) by means of extra HW units assuring FT for each nisotation-related function-
ality both in the multitasking run-time environment andtie tommunication infrastructure
over shared buses. However in this paper we provide themoficeducing error propaga-
tion during integration so that the partitioning will be $agliant on the use of OS and other
partitioning mechanisms.

3.3 Component Reusability

Reuse of existing components is a key approach aimed atirgddevelopment and man-
ufacturing times and costs. An efficient workflow coveringpiases of the development
process (design, component integration, validation astingg certification) is one of the
key factors in the reduction of development and manufaafucbsts and time.

— As job level partitioning loses the dependence on the lefeledication of the HW
platforms, they may increasingly become of a generic types supporting the reuse of
COTS and other legacy components. Automotive, avionicstroband seaborne sys-
tems are representative examples of SC systems relyingapidiyr growing number of
SW componen@nd aHW component integratiosystem design paradigm.

— Another evolving form of reuse is that of thetellectual property While the change
in the functionality offered by subsequently developed fnera of a product family
follows typically an evolutionary path, their implemeriteits can drastically differ due
to the revolutionary changes in the HW platform technologgkground.

Note, that there is an interesting interplay between ralitsadénd robust partitioning in
building SC systems [6]. As the core concept of robust pariitg is a strict componentiza-



tion assigning a single partition to each individual fuontlity to be executed, modification
of a functional component influences only those ones, whiehiraan explicit functional
interdependence with it. As side effect freedom is guasthtey principle with respect to
other ones, robust partitioning facilitates the reuse,ifieadion, debugging, integration, and
certification of components.

4 System Model and Problem Statement

This section presents the system design models (SW and HVEImyambnstraints and the
fault models) and the problem formulation.

4.1 System Model

The system model is decomposed into several models ded@ibmllows. The SW model
presents the functional amktra-functionalrequirements of jobs and the HW model is the
physical execution platform for those jobs. The fault madigpicts the types of faults and
their causes, whereas constraints define the possibléssofigace. The rest of this section
details characteristics of the different models.

SW Model: The PIM of a hard RT application has to be enriched with theciipa-
tion of temporal and dependability related requirementgroting its mapping to the PSM.
This section presents the description of the propertieslod pnd mathematical formula-
tion in order to serve as a reference basis for the desamiptisghe PIM-to-PSM mapping
algorithms, while Section 8.2 will address the SW technplogntext.

The designated functionality of the target system can beackerized by its respective
HW resource demand, SW models, and the anticipated faulelm@dsociated with them.
The SW model consists of a set of job typgs= { j1,..., jn}. Jobs represent the smallest
executable SW fragments with basic communication capigsilfor inter-job information
exchange. Each job typig has the following attributes associated to it:

— resource requirement@re summarized in a record (represented by the vegt@om-
posed of the different quantitative descriptors of resewapacity required, like CPU
capacity, memory size, availability of a certain kind of sers etc.

— degree of criticality(dg) measured as the number of the replicas needed for the-partic
ular job type.

Inter-job communication is characterized by a weighteeéalad graph (WDG)G =
(7 ,E), having the job types as verticésand an edge between jopsand j;, if they com-
municate. Timing properties is represented tgs \Which is the triple oftj(EST,CT;, D;),
whereEST,CT, D are the earliest start time, computation time and deadfiagab respec-
tively. g; € E is an edge between two job vertic@g,v;j) € V, which is the notion of both
of influence(ljj) and communication daid; j) (bytes) between jobs;; denotes the cumu-
lated conditional probability of error propagation fronetsource johjs to the target joh,
either via message passing or shared resources, assuatgd,igtin a erroneous statb;, |
is the amount of data of the required communication betwebs, jfor instance measured
by the maximal total size of information to be transferredgecution cycle.

HW Model: We assume a distributed shared platform with a network tagpohllowing
a HW node to communicate with each other node as shown iné-BufA HW node may
contain a single or multiple processors or a processor withipe cores. The set of nodes
A ={ng,...,ng} can be modeled as an interconnection HW graph that reprksstetd
HW capability provided by the node processor. The measuteniition can be in time
(e.g., a certain amount of CPU time is assigned) or in spage écertain memory region is
assigned to a partition). The OS kernel layer supports tine-imode processor communica-
tion (e.g., by shared memory, buffer). For inter-node comication, nodes share the same
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communication channel to send and receive messages (gmedsage passing). Jobs are
mapped onto nodes which is represented; a1 ( ji, n), whereit" job ji is mapped onté!"
noden.

Constraints Model: Constraints define the conditions that limit the possibl@pirags
from a dependability, RT or resource perspective. A set olstaints¢ = {c,...,q }
need to be satisfied for a mapping to be valid [15]. Based orrdhairements presented
in Section 3.1, we summarize the following constraiifé:binding constraints - jobs that
need to be allocated onto specific nodes due to the need afrcezsources (e.g., sensors or
actuators)(b) FT constraints - separation of replicas to different no@&sschedulability -
maintaining RT constraints ar(d) computing constraints - such as the amount of memory
available for jobs.

Fault Model: We consider both SW and HW faults, therefore a fault can ooctany
job, HW node or communication link. The consequence of at fiauan error (deviances
from the functional or temporal specification) which cangagate from a source module
to a target module explicitly via an erroneous message seit faulty job or via some
shared resource (implicit propagation channel). A singknéient or permanent [31]) fault
impacting any of these shared resources is likely to affeetrsl or all of the jobs running
on the node. In the case of communication link, only trartsizunlts are considered.

4.2 Problem Formulation

The generalized resource allocation problem can be modaleonstraints Satisfaction
Problem(CSB), which is characterized by a given set of jogs= { j1,..., jn }, a distributed
computing platform associated wikhnodes. 4" = {ny,...,n¢ } and by a set of constraints
% ={c1,...,¢ }. A solution to this problem is an assignment of each ofrtlj@bs to one
of the k nodes such that all constrains = {c1,...,¢ } are satisfied and objectives are
met. The set of all possible mappings for a given set of jolusrentles is called thdesign
space (X that includes feasibleX() and infeasible region{ — X). The constraint surface
(Figure 3) divides the design space into two regions: féasibd infeasible. Constraints that
represent limitations on the behavior or performance ofstfstem are termed as behavior
constraints (e.g., FT and RT constraints) and that reptgggrsical limitations are called
geometric/side constraints (e.g., binding constrairg4).[All these constraints are satisfied
during the mapping algorithm presented in Section 6.4.

A hypothetical design space is shown in Figure 3, where tfeagible region is indi-
cated by the hatched line. goint xin the design spack represents a mapping of jobs onto
nodes. Points located in the region of constraints satisfaare feasible points. A map-
ping is either feasible/aceptable or infeasible/unaatapt A feasible mapping is a solution
which satisfies all constraint. If any constraint is not satisfied then the mapping is irifeas
ble. TheneighbourhoodpaceN(x) C X of a pointx s the set of all points that are reachable
by performing amoveoperation (e.g., relocating a job to a different node). Hasmeter
is used either creating an initial feasible mapping wherktvack is necessary or an opti-
mized mapping both from feasible and infeasible one. Ourpimgpalgorithm presented in
Section 6.4 searches the global spgder a solution in the region oX . Itis a constructive
heuristic which creates a feasible mapping for a set of jolosredes in every single run of
the algorithm if a solution exists at all. Usually there éxisany mappings that satisfy the
defined constraints. Therefore measures are needed to firitdble mapping. Thealueof
a point is a measure of the suitability of the mapping represkby that point. The func-
tion f(x) is used to measure the value of a point of the design spacearfFoptimization
problem, which minimizes the value of objectives, good niag have low values. The
task is to find a mapping* € X with the lowest function value, i.ef,(x*) < f(x) ¥x € X.



11

Side constraint
(e.g., need of resources)

Behavior constraint (e.g., FT)

PS

o Design ¢
FEASIBLE REGION ¢ ptinization

Satisfaction of
all constraints (C)
Behavior (@]

o o
constraint (0]
e.g., power ! X
(.9, power) ) X ,L_o o

(1Y ““B9) Julensuod Joineysqg

INFEASIBLE REGION

INFEASIBLE REGION
(e]

4 S side constraint

(e.g., need of sensor)

N
»

Fig. 3 Hypothetical design space

X* is the optimized mapping from the search spack¥.dflowever, guidance of heuristics is
necessary for an efficient search in the global design spatéoa obtaining an optimized
mapping with less computation cost. In order to prove thisvene performed a comparative
study with [35], where scheduling (ordering jobs executisrimplemented and conducted
in a CPLEX based tool. CPLEX is an ILOG software product fdvisg Linear and Mixed
Integer programming problems [36].

It is already mentioned that the problem is NP hard, theegfor order to reduce the
complexity we divide the process into subproblems. The nmgpproblem itself is divided
into two subproblems: allocation and scheduling. First,oneate a feasible allocation by
using the proposed algorithm satisfying all the defined taimgs including schedulabil-
ity. The algorithm considers the proposed jobs and nodesrioigl heuristics presented in
Section 6.3 in its construction. The jobs and nodes are eddeefore the allocation takes
place which helps to find a feasible solution with less nunafé@erations (see experimental
results in Section 7.2). During the allocation phase alldtwestraints are satisfied in a pri-
oritized manner in order to be able to create a feasible mapitfiany of the constraints is
not satisfied irStep7 of the Algorithm 2 we perform the backtracking$te p8. Moreover
the assignment process is divided into phases accorditg teriticality of applications. In
the first phase we consider only jobs from SC applicationsadied assigning them we con-
sider jobs from non-SC applications. A validation test fog &llocation is then performed so
that it can be scheduled. The output of the algorithm detiveasic scheduling. An opti-
mized solution can then be easily found by using CPLEX or ahgroapproaches like [37].
The initial feasible mapping guides the optimization pgxe an efficient way to find the
solution (see the validation and comparative study in 8a¢ti3).
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5 The Transformational Approach

On the basis of the design aspects and system model prese&edtion 3, we now briefly
describe the system design flow within this transformati@mproach. Section 5.2 & 5.3
describe the consistency check of the input models useceiprthcess and the constraint
handling techniques.

5.1 System Level Design Flow

In this section, we describe the transformation based sysiesign framework shown in
Figure 4. The design process starts specifying the varistesyrequirements. These re-
quirements can be captured for example by using the techrike in [38]. Once the re-
quirements are specified they are modeled in PIMs. This legél-specification modeling
is completely independent of underlying platform detdilse process continues over setting
the HW platform resources and performing the mapping thidodhe implementation. We
assume that specification of PIMs and description of theidatelset of HW resources and
services are available prior a mapping can take place. Eabgithe PIM is modeled with
the jobs properties of functionality, computation timegue of criticality etc. The require-
ments from the SC applications are modeled in SC PIMs and3®@applications are in the
non-SC PIMs.

Platform
independent SW
components
model (PIMs)

System
requirements
and specification

Platform

resources and
services (CRD)

Abort,
Error, Change
Abort fai|4| Consistency check | platform
¢ resources

Constraints,
Job replication

Estimation: !

1
B E?.T ! Job allocation fail—
Pty . i A
- code size : (dependability driven) ]

- data size

| Message scheduling

*succeed Tfa“*
[}
| Job scheduling | ::
e X U
tsuccee

Platform specific post Deployment and
integration model (PSM) executables

Fig. 4 Design flow for an integrated system design

As previously mentioned, properties that have to be sadisfiehe mapping are mod-
eled asconstraints All constraints imposed on application or platform leved @xtracted
from the specification or defined by a designer before regoallocation can take place.
This includes details such as timing information, memorg eamputational requirements.
For SC jobs, designer has to specify the required degreeptitationin order to ensure
fault-tolerance. Other types of constraints, such as thepotational capability and mem-
ory capacity of the computing nodes as well as network badhitivtiave to be extracted from



13

the platform details. The HW platform resources are mode$i#ag CRD (Cluster Resource
Description) [39] independent from the applications sfieiion. It is represented using
a meta-model called Hardware Specification Model (HSM) faptaring the resources of
the platforms, e.g., computational resources, commtuboitagsources, special purpose HW
like sensors or actuators etc. Based on this HSM meta-m{88l|develops a tool set for
modeling the HW properties where designer can configuregbeurces according to their
need. We have transformed this meta-model in the VIATRA &awork in order to represent
the quantity of each HW node (e.g., amount of CPU speed, mgms@nsor/actuator etc.).

Before the mapping process can start, a consistency chettieahput models (i.e.,
PIMs, CRD) is performed (see Section 5.2 for details), theans that checking the feasi-
bility of transforming the input models into a platform sgEcpost integration model (see
Section 8 for details). As indicated in Figure 4 marked Plke(Section 8.3 for details) is
used in the design process in order to enhance the mappionggardy complementing the
information of PIM and HW platform model by designer dedisio

A crucial issue that comes up at this design stage is the mgpgijobs onto suitable
nodes satisfying all the defined constraints.

A part of such job property descriptors dealing with type chatg can be derived di-
rectly from their specification. For instance, a job delingrtemperature values obviously
needs a platform equipped with a thermometer of range, acgand sensitivity conform-
ing to the specification.

Another part of job descriptors is related to the quantieattharacteristics needed to
the job-node allocation. For instance, information is reekih the form of parametrized job
models on measures or estimates of job code, data sizegtmduirements etc.

Here are two typical options depending on the level of rezglirof the job implementa-
tion to be integrated:

In the case of the integration of an already complete job t(&s typical for reusing
existing components) these parameters are available frmmrpeasurements. Some char-
acteristics like worst case execution times may need samg@eidaptation to the particular
candidate platform for instance due to variations in thegssor speeds in different comput-
ing platforms built around the same processor types bunaifferent clock rates. These
types of information are provided in a parametrized formhim tnarked PIM.

Another case is when the overall system architecture desigarformed concurrently
with the integration design. Here expert estimates cantisutesthe temporally missing
measurement results with a potential post-implementateation if the a posteriori mea-
surements indicate an intolerable error in the initialraator.

Once this information about models and jobs is obtainedatisignment of jobs onto
suitable nodes is performed in the allocation phase applyie algorithm presented in Sec-
tion 6.4.

The outcome of the allocation is used for scheduling whigbeisormed in two phases
as message and job scheduling:

— Message scheduling assigns a certain amount of bandwidthdo node and specifies
the points in time of message transmission.
— Job scheduling is then performed satisfying their timedgnproperties.

The infeasibility of the allocation or scheduling indicatn insufficiency in resources.
If the time matching constraints cannot read satisfied theam times of platforms have to
be introduced otherwise the capacity or the numbers of tdesbave to be increased.

The final task of the system level design is to deploy (intixggathe PSM data with
the application source code) and to create the executaddsef target platform. The map-
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ping process is elaborated in Section 6 and implementeckivVtATRA based tool set in
Section 8.

5.2 Consistency Check

Consistency check is an important input filter of the prociensures that the input mod-
els are valid instances of their respective modeling laggsaUsually, modeling language
constraints are defined using the Object Constraint Largyg@¢L) [40]. During the de-
sign of the domain-specific languages for PIM and PSM, we atsal OCL to express
well-formedness criteria. During the language developnpbiase, we discovered that on-
tologies can be used to check consistency of metamodels P&lig this technique, the
domain-specific languages could be validated. As a byptpducas been shown that in-
stance model completeness and consistency can also batgdlioly means of ontologies.
Compared to OCL, the advantage of this technique is that iksvboth on meta and in-
stance levels. Techniques like in [42] can also be used ierdadformally verify the created
models, e.g., verify the platform independent semanticshmwing that the system under
test conforms to the specification.

5.3 Constraint Handling and Design Optimization

The precise definition of requirements reduces the desigoesps they define constraints
and objectives in addition to the designated functiong, liimét the possible mappings from
the dependability, temporal or resource perspective®ljtshto avoid the exploration of in-
feasible design alternatives [43], moreover a properlgctet objective function may con-
trol an automated synthesis process to deliver (sub)opsoiations. Applying the efficient
search methods and techniques for constraints satisfastocan avoid the unnecessary
exploration of infeasible regions in the design space afet®fely guide the search space.
In the following we discuss how the constraints are handieghd the mapping and de-
scribe different search techniques employed in the allmegihase of the design process.
The constraints handling techniques are employed duriagnidioping algorithm to satisfy
the constraints in a systematic manner. We also briefly disthe optimization aspect.

Constraints Prioritization

The efficient management of a large set of constraints cgnoretonstraints prioritiza-
tion [25]. Here the system designer assigns priority levels ¢oildividual constraints es-
timating their order to guide the search process of the degigce. This technique can be
used for partitioning complex constraint systems into setjally solvable blocks by ex-
posing causal interdependencies between the individusitconts. For instance, the repli-
cation of SC jobs precedes (in a SC application) all otheisttats on job allocation as is
expressed by the topmost priority assigned to the relatedtints. While generating a
feasible mapping the constraints are checked as a priagig o satisfy them on each time
node assignment, i.e., an evaluation is performed for thigasient in order to increase the
search efficiency. This assignment evaluation step (detin Section 6.4.1) tries to find
a feasible assignment for each job without any backtrackihg backtracking search tech-
nique described below is applied in the mapping algorithity @rhen there is no feasible
assignment found for a particular job assignment on thdabainodes, i.e., a dead-end is
reached. The backtracking is seldom needed when searctdomes integrate prioritization
of constraints together with the ordering heuristics.
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Backtracking

This mechanism enables us to undo some previous assignmeaise there is an inconsis-
tency, i.e., no feasible assignment is possible with the curreatch path. The backtrack
process goes back to the earlier assignments and changesdhbe alternative feasible
ones. One simple and easy backtracking mechanism is theatbgical backtracking which
systematically changes the most recent past assignmeniesdlternative ones. If it is not
possible then it respectively goes back to the next moshtexssignment. We have imple-
mented this technique which includes moves ligbcate (relocating a job to a different
node) andswap(swapping the nodes between two jobs). If there is no assgtsrieft to
undo, i.e., search reaches its initial state, then the magpigi infeasible and the process
terminates.

Design Optimization

Different objectives are combined into a single compositefion by applying weights ex-
pressing their importance, or reached by using multi-dbjeoptimization techniques [37].
In this design process, optimization is primarily realibgdising the ordering heuristics. We
assign jobs according to the heuristic of reducing influsrsethat the algorithm can find a
local optimized solution. However, there can be more thamfeasible mapping and even
more than one optimized mapping, so we need mechanisms karexl the feasible re-
gions and consideration of different variables for glohatimized solution. In order to find
a global or near-optimal solution a Multi Variable Optimiza (MVO) approach [37] is
used. We have used influence, scheduling length and bardwitization as objectives.
Given the prime focus on designing SC systems the quantificaf influence is described
in detail in this paper. The tool presented in [35] is usedaimpare the approach described
in this paper and takes throughput (end-to-end deadliobystness (humber of failures),
number of nodes, cost in the objective function during thengigation.

6 The FT+RT Driven SW-HW Mapping

Increasingly embedded systems functionalities are benpdeimented as SW. However the
availability of physical resources is not necessarily sttt each SW component (that is
equal to a job in our terminology) can be allocated to its oV Hode. The situation is
limited by physical (space, size), weight and economic taigs. Therefore mapping of
those SW components needs to be performed onto limited aareé&iHW resources. We
develop a framework which systematically guides the mappirijobs (SW) onto a shared
distributed computing platform comprising of HW nodes. Ti@in drivers behind the map-
ping are to providéa) FT assuring a certain level of dependability desired by ser,(b)

to enhance dependability by reducing the probability adbiepropagation, andc) to satisfy
the timeliness properties (RT) through schedulabilitylgsia. Other requirements and con-
straints, e.g., satisfaction of need of certain resoumesire to reduce the communication
load on network etc. are also taken into account to ensurédastatable mapping.

We develop an iterative mapping algorithm presented ini@eét4. The algorithm em-
ploys various mapping strategies together with the job arordering heuristics. Heuris-
tics are used to create feasible mapping for a reduced nuohlbecktrackings, or no back-
tracking if an optimal ordering can be obtained [44]. Theaibehind our heuristics is to or-
der the jobs and the nodes to facilitate the recursive assgh Jobs are ordered so that the
most conflicting and most constrained jobs are handled 8istilarly, the nodes which al-
low the most assignments are ordered first. For example aattaitghed with sensor/actuator

5 An assignment when it does not violate any constraints ttsebe consistent.
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will be preferred at the beginning of node ordering so thattarjeeds sensor/actuator can
be assigned without exploring further nodes. In the alforjtwe start by assigning the first
job from the ordered list onto the first node from the orderedeas and continue until all
jobs have been assigned. While doing the mapping the camtsteae checked in a priority
basis to satisfy them on each time node assignment, i.e yanation and aonsistency
enforcing[44] is performed for the assignment. The proposed hecsisthd the algorithm
are implemented (in VIATRA) in the allocation phase of theltchain.

6.1 Basis of the Mapping

We now outline the strategies that drive the PIM-to-PSM niragpponsidering both FT and

RT constraints. On the basis of the requirements and modetepted in Section 3, we start
sequentially by discussing the strategies for ensuringféligwed by discussions on the
desire to reduce sensitivity to errors by influence reduactidext, the schedulability anal-

ysis is discussed. The strategies presented here are sebfiggemployed in the mapping

algorithm presented in Section 6.4.

6.1.1 FT Schemes

Traditionally FT predominantly utilized HW based redundgre.g., Multi-computer Archi-
tecture for Fault Tolerance (MAFT) [45], Maintainable R&aine Systems (MARS) [46],
XBW [47] and JAS 39 Gripen [48]. The active replication basdds used in order to toler-
ate both permanent and transient faults. Usually multiphé ¢dmponents/nodes are formed
as a single unit called dault tolerant unit(FTU) in order to tolerate either one permanent
and/or one transient fault. When a node detects a faultjstddent and other replica nodes
provide the necessary services. In these approaches aadieg function requires adding
a new HW node which is needed to be further replicated to geo#T. Hence this method
of redundancy incurs high HW costs for adding new functitiesl.

Thus, in distributed hard RT systems, FT is usually achighezligh active SW or tim-
ing redundancy. In case of active replication, critical Stshponents/jobs in the system are
replicated and the replicas perform their services in perfl9]. The technique employs
replica deterministic agreement protocols, e.g., ashwaedl replicas start with the same
initial state and perform the same computation. For timagdundancy, once there is a fault
during the primary execution of a job it repeats the executithe FT scheme presented
in this paper ensures dependability through replicatiojolo$ from SC applications. FT is
provided by allocating replicas of jobs onto distinct noded either having recovery repli-
cas to take over when a failure is detected, or use voting &krtige failure of a job. As
the jobs from an application may not be equally critical jelis from a single application
do not need to be replicated to an equal level. The degreepbtadion of jobs is speci-
fied by the system designer based on the necessary levetioglity, e.g., derived from
the safety integrity level or from the specifications of tlystem or from the experimental
vulnerability analysis [50] results. If the user sets aicaifty degree (usually based on the
knowledge and complexity of the application) uniformly onagpplication, all the jobs from
that application have to be replicated equally. Replicatibcritical jobs makes the system
more dependable. However overprotection leads to bruteadipn that may in turn come
at the expense of increased hardware cost, power and sabéityl Thus a suitable degree
of criticality needs to be set for each application jobs.

We have also investigated different techniques complemgnéplication for FT, such
as re-execution, checkpointing [51] or roll-back recovangd the interplay of these tech-
niques [52]. These recovery techniques are based on tingishgndancy. The desired FT
techniques depend on the considered fault model and alemdem particular application



17

requirements. If an application needs to tolerate a perntdaalt it has to be replicated in

spatial domain. On the other hand if it needs to tolerate ahsient faults then re-execution
or checkpointing would be sufficient given that deadlinesraot violated. Figure 5 shows

the trade-off between different redundancy based FT tegciesisuch as spatial and temporal
redundancy, where the system tolerates 2 transient f&uits.to executing any FT schemes,
the faults need to be detected. The fault detection procetests the existence of faults in
the system either implemented with the FT schemes or impiedeseparately. Examples of
fault detection techniques include signatures, HW watgbdassertions, comparators etc.
The overheads in time for fault detection and recovery adn@ged to be considered with
the execution time of particular application job. As we semf the Figure 5 (a) that the

Tolerating 2 faults ?\

Fault detection
| overhead

I Fault recovery
- overhead

Active repllcat|0n (a) Re-execution and replication (e) Check-pointing

d overhead
\
Ne
Primary backup (b) 4
Faut Nol A | | T I |

Detecti -
(\?vi(tet?olt?tn Re-execution (c)

recovery) | N, IJ11 I I IJ12| I I 11

Checkpointing (d

»
»
P4
S
—
LA 0
1
| >

Z
V\J
P4
o
>
=

Spatial redundancy
e
OZ I

»
»

Temporal redundancy

Fig. 5 Trade-off between different FT schemes (a)-(e)

SW based active replication uses more resources whilegad&as time to finish the com-
putation. However this configuration tolerates permanauott$. Whereas techniques like
re-execution and checkpointing (and combination withiogpilon) use comparatively less
physical resources, incur large time overhead and are qplicable for transient faults
(Figure 5 (c), (d) and (e)). In the case of primary backup Fieste (Figure 5 (b)) the main
or the primary job run on a computing node and provide theiseswntil there is a fault.
If there is a fault in the system the backup replica start@teg on a different node and
provide the necessary services.

In our approach we consider SW based active replicatiomferating both transient and
permanent faults. The reasons for choosing active joba&tdn over roll-back recovery or
checkpointing is that while on one hand we consider tolegapermanent faults and on
the other hand in hard RT systems roll-back recovery is dffdimited use [43], due to,
e.g.,:(i) as the roll-back/recovery can take an unpredictable amaiutiine, it is difficult
to guarantee the deadline after the occurrence of a fai)ltan irrevocable action which
has been effected on the environment cannot be undiihehe temporal accuracy of the
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checkpoint data is invalidated by the time passed betweechckpoint time and the instant
now and(iv) usually a perfect fault detection mechanism and permaraarit free data
storage are assumed which may not be the case.

6.1.2 Influence Reduction

We strive to minimize the interactions and influences betweles and also the communica-
tion load on the physical network by allocating jobs with tiighest mutual communication
onto the same nod&fluences defined as the probability of error propagation from aseur
to a target module. Faults can occur either in the source laatuin the communication
channel. The consequence of fault is an error. Shared meiaryypical element poten-
tially causing error propagation between different fuoicélities. This propagation depends
on the size of the memory they share and how often they adc&ssadrs can also propagate
through message passing which depends on the size of thimg&adeving messages and
how frequently messages are being sent and received. Al tiieor propagations between
any modules are termed as influence. At an early design stageexnot necessarily aware
of specific execution environments or communication proidence, the worst case sce-
nario is assumed in order to design a system for a bettepaw&irmance ratio by giving the
provision of using a less efficient error detection mecharos less efficient communication
protocol.

The allocation of highly communicating jobs to the same nisdeneficial both for re-
ducing the bandwidth and for confining the inter job erromgargation within a single node.
In doing this, it is important not to violate FT, RT and resmicconstraints. The commu-
nication clustering heuristic, which attempts to allocaighly communicating jobs to the
same node, thus reducing the overall communication loadhgsigal network, has been ad-
dressed in [53]. As we consider design of an integrated systkere several nodes share a
single network, the communication clustering heuristigdsirable. Between two communi-
cating/interacting jobs, there is an influence that may tegmopagation of errors from one
job to the other. When communication between two jobs is,tilghinfluence between them
is considered high as well. If a job is affected by an errohefriode it is running on, it might
propagate errors by interacting with jobs on other nodegs&hnfluences risk the failure
of multiple nodes and are undesirable. Moreover, messagetirgy over the network can
cause loss of messages due to transmission error, e.gtomative cars electro-magnetic
interferences causes communication failure due to tranereors.

Example Describing the BenefitsWe consider an example of an application (similar
to [54]), which consists of four job$s, j», j3, and j4 and need to be mapped onto an ar-
chitecture consists of two node®(@ndn;) communicating via a network. The application
and the architecture is shown in the upper part of the Figuwll§obs must finish their
execution by 140ms, i.e., by the deadline of the applicatiodividual CTs for each job are
shown in the figure, e.g., jol takes 40ms for its execution. A particular job takes the same
amount ofCTs to execute on either processgr.is a predecessor gh and j3, and sends
messagesy, andmy3 to j2 and j3 respectively.j, is a successor gb and j3, and receives
messagesh, andmg, from j» and j3 respectively. A TDMA based network is assumed for
the communication where a TDMA roundDy comprises of two slotsy ands;. For the
purpose of deterministic message transmissions mgdendn; are statically assigned to
slot 55 ands; respectively. The slot length of the network is equal to 1@md maximum
2 messages can be sent per slot. The time for intra-commignidgommunication within
the same node) is assumed to be zero. This is shown in Figurgehen j; and j3 are
allocated on nodeg. These two jobs communicate through the services proviglebddbOS
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Fig. 6 Reduction of influence and communication overhead

kernel layer while taking a negligible amount of time compgwith the time taken by the
communication channel. We assume that the partition simgctime is also negligible.
Figure 6 illustrates that in a typical case, allocating thieracting jobs to the same
node (case b) is resulting in a reduced end-to-end delay etwbrk load, in compared to
a generic allocation pattern (case b). We emphasize thenoly key benefits (where first
two benefits enhance dependability) of assigning highlgratting jobs to the same node:

(1) Restricting the possible nodes from correlated faults,

(2) The probability of losing messages over the networkdsiced,

(3) The communication load on the network is reduced (maynefbr the use of a slower
but cheaper bus [17]) and

(4) Increases the over all performance by reducing the &tatution time (computation
time + time to send/receive messages) of a job since netvadysl are avoided.

Estimating Influence

Deviances from the correct state corresponding to the fsgetadn, or in other wordsrrors
originate either in some local fault of a component or in gpted measseges. They may
propagate along the messages.

Influence covers three phases of error propagation as showigire 7 (a), namely:
(1) a fault/error occurring in a module or in a communicatiorki(R) propagation of the
fault/error to another module arfd) the propagating fault/error causing a cascaded error in
the target module.

In order to quantify influences, we assumeas the probability of error propagation
from source to target considering no corruption over thevagt andR as the probability of
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message corruption over the network. If the message siaegs,lor the frequency of send-
ing messages is high, then the probability of messagesigetirrupted over the network is
high.
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Fig. 7 (a) Phases of error propagation and (b) Combining influences

The probability of error propagation from a soursptp a targett) is denoted byPs;
and defined as follows:

Pt = p{error propagationno corruption over the netwoik
p{no corruption over the netwoik

= Pe-(1-R) = Rs-R*(1-R) )
Where,
P. = F-R
Ps = p{error in output of $errorininput of s
R = p{errorin state of ferror in input of t coming from}
R = p{message corruptidarror on the communication lifk

The probability that outputs an error and sends it to the input @ Ps. The probability
that an error occurs ihdue to the error received fromis R. The former indicates how
often s allows errors to propagate out sefand the latter indicates how vulneratltlés to
errors propagating frora. The probability of message corruptiéhcan be defined as the
unreliable message transmission over the network, whicaltulated as & expg —A - %).
Where, bs; is the size of the messages betwessndt and T is the transmission speed.
Assume that the failure rate of the communication linRjisexp —A, @) is the reliability
factor due to message transmissions over the networkhegrbbability that the messages
are transmitted safely.

We further elaborate on different error probabilities. Armoe (e.g., a bit flip transient
error) occurs at any inputs afor generated from any other sources and may propagate to

input oft, where an error may occur. The probability of an errokyilithe yt" input or the

yi" source to propagate out ef is PSIy and is expressed byQ PSIy = p{slly} < 1. If there

is more than one input or error sources, the equation is gkred [50] for calculating the
error transmission probabilitls:

Y

R= Zl(pﬂy}/Y) +p{slly} )

y:
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WhereY is the number of inputs afandp{ly} is the probability of occurring error in inputs
or in any other sources.

Measuring by Fault Injection: We now describe an experimental estimation of influ-
ence usindault injection The error propagation probability is estimated using thiefing
proceduref(a) in each inputly of sinject an error (one input at a time, i.e., no multiple er-
rors), (b) observe the state and output signals ahd the state and outputstofand(c) use
golden run comparison (i.e., comparing an injection rutagoldenreference or the fault-
free run) in order to detect when errors have occurred ireeittet the number of injection
runs where errors in the output sfand in the state and output bhave been detected be
denoted agerrs andnerr; respectively. The total number of injection runs is den@tsgin;.

We then estimate the error probabilityRs= 'lﬁ—:f andR = '}]";—:J‘

Overall System Level Influence:Considering botts; (comprisesPs andR) andR,
the influence for a single error propagation path is caledlaSs; = Ps; + R. The overall
influences between a set of jobs assigned together on a nddataracting jobs allocated
on different nodes is denoted ks and expressed as:

|2t =1- (1_|sl.t)'(1_|52,t)"'(l_|§.t)
19 =1 - [12-18) 3)
p

wherep = 1,...,xis the number of influences paths between two modules.

We consider the following example shown in Figure 7 (b) wheieb j; is assigned
to a noden, and another two interacting joljs and j3 are assigned onta,. The overall
influence of noden, tony will be: IR |, =1-[(1-0.4)-(1-0.3)] =042

Influences are assumed to be zero for jobs which are assign#tesame node, e.g.,
the influence betweejp and js. If all these three jobs could be assigned onto a single node
then the error would contain within that node only. Howeueisinot possible to assign
all interacting jobs onto a single node due to imposed caimtg. Also replicas need to be
placed on different nodes which might have influences witleijobs. Hence, there will be
jobs interacting across nodes. We strive to minimize thefieences as much as possible
for a mapping such that dependability is enhanced by deStnes for error occurrence
probabilities can be obtained, for example, from field dat&k@m system specification or
by fault injection [50]. The computation of the system leirfluencel is expressed as
follows, which is then normalized, whekds the number of nodes = ¥,_; 1°;.

6.1.3 Schedulability (RT) Guarantee

Once the jobs have been allocated to different nodes, thedatdr takes over the task for
generating the execution sequences of jobs. In our apprtetiming constraints specified
in Section 4.1 are checked during the assignment of jobs,imehe allocation phase in
order to ensure that the mapping is schedulable. When asgigbs to a processor which
already hosts one or multiple jobs, precedence and deadtioestraints are checked to
ensure schedulability. Such a check was developed in ouiopiework [15]. However the
deadline of a job sending a message to another job locateddiffeeent node must be
reduced by the time for transmitting a message across thimlacommodate for possible
network delaysTy) (see Figure 8) and the precedence relations have to beydses well.
In this paper, we particularly focus on communication/raggesscheduling and provide a
measure of network delay by using ttime-division multiple acce§9§DMA) protocol as
an example.
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Scheduling for Integrated Systems:A hard RT system must execute a set of jobs in
such a way that time-critical jobs meet their specified dead|[43]. In traditional system
design one function is assigned to a single node and therefgically, application jobs
are scheduled on an independent processor, i.e., unigacssheduling. Such types of
scheduling and schedulability analysis have been disduag®5]. The principal assump-
tion made is of scheduling independent tasks/jobs ontoglesprocessor. However in our
integrated system design, jobs from different criticaipplications are assigned onto a sin-
gle processor and jobs from single application are assignéal different processors, i.e.,
a multiprocessor scheduling. Moreover jobs usually haeeguience relations among each
other, i.e., the execution of one job depends on the reguit the other. Consequently, new
schedulability analysis techniques are needed [1] whichamasider distributed applica-
tions, data and control dependencies, and accurately téde@ccount the communication
protocols that have a significant influence on the timing prgs. For such distributed
RT systems, specifically the type of systems whose failurebeacatastrophic due to vi-
olation of deadlines, static scheduling algorithms arelusebuild, off-line, schedulability
tables with activation times for each job such that timingsteaints are satisfied. TTP/TTX-
Plan (for TTP/C and FlexRay networks respectively) and TTX-Build are commercial
tools [56] employing such scheduling techniques. Usingithe-triggered communication
protocol (TDMA as communication scheme), TTP/TTX-Plan &AdP/TTX-Build derive
the off-line schedule for messages and jobs respectivalyy &re utilized in our developed
tool-chain to generate the scheduling. In order to valitteteschedulability analysis we also
use the alternative tool [35].

g———  Job period———

time—

——CT— T,
T T Job

EST Deadline for sending deadline
messages over network

Fig. 8 Network delay Tn)

Message Transmission TimeFor communicating jobs located on different processors
the message transmission time through the network has torsdered to make the jobs
schedulable. A maximum network del&y is assumed for transmitting a message across the
bus. This time must be bounded by using an appropriate pbt®g., a statically scheduled
TDMA protocol. Of course in this case the network delay dejseon whether a node gets
access to a TDMA slot for sending messages in this TDMA roundlbhave to wait for the
next round. This is also utilized in the TTP/TTX-Plan messagheduling tool. A similar
message communication planning can be found in [54] wheradthors determine the slot
and the round for a specific message to be sent. In Algorithimelgstimation offy as well
as the actuak ST of allocated jobs are provided. The following expressiondsessary to
calculateE STs of jobs having precedence relations:

EST>EST +CTj+ Ty (jobi depends on jol) 4)

whereTy; ; is the network delay due to message transmission betwesrjijahd ;.
We use following parameters in the Algorithmri.is the node which is ready to send
the message over the network ads a specific slot assigned to i, is the size of the
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Algorithm 1 Network delay calculation for messages transmission

: Function: message_transmission(ng,bmy releasetime)

. S = assigned slot to n; /*Slot assigned in TDMA round*/

: round = floor(releasetime/round.length); /*Calculate current round*/
*Next step checks whether the slot of the current round laased*/

4: if releasetime— roundxround_length> starts then

5:  round = round+1; /*Increase a TDMA round*/

6: end if

7

8

9

WN -

. while by, > bs, — boccupieado
: round = round+1; /*Increase round if the message size does not fit in this Slot*
: end while
10: Ty, = roundxround.length+-start, +slot_length—releasetime; /*Calculate the delay for a job sending
messages over the network*/
11: return(round,sc, Ty;) ;
12: end message_transmission

message ready to send at tireéeasetime Thereforeyeleasetimeis the message delivery
time of a job.bg, is the size of corresponding slot wherestart, is the starting time of
the slot in a round. For a successor of more than one jobsmuaxidelay caused by all its
precedence jobs is used for calculating the adi&il and is computed as follows:

EST = max{ready( i, M), maxj cpreat ) (Ft(i1:np) + T ) | (5)

whereready( j;, nk) is the earliest time at which processwris ready to start executing the
job ji. pred(ji) is the set of all predecessor jobsjpf ft(jj,np) is the finish time of jobj;
in noden, computed by the sum &ST, andCT;. The message transmission delay between
(Ji;nk) and(jj,np) is Ty, ;. The scheduling length of a mapping can be calculated ubing t
following expression:

S = max;; ) { ft(ji,ne)} (6)
6.2 Supporting Data Structures

We introduce matrices for the purpose of ease structuridgraplementation of the map-
ping algorithm presented in Section 6.4. Tdcation compatibility matrix As used to
check the usable nodes for each job and accordingly jobs aaesrare ordered. Tlewm-
munication matrix Qrepresents the communication between jobs and is usedeoriee
the most communicating jobs.

Allocation Compatibility Matrix A: A rectangular matrixAx«n, is used to describe
possible assignment of a single job onto nodes, in such aletydws represent nodes and
columns represent jobs, whekas the total number of nodes amds the total number of
jobs. Note that all replicas of the same job are represerged)wnly one column. Each
element of the matrix is filled with either 0 or 1, 1 if a jgbcan be assigned to a node
nx and O if it cannot. Restrictions on which nodes a job can bigyaed to is the result of
binding constraints and are determined by the use of péaticesources, e.g., when a job
needs sensors or actuators.

Communication Matrix C: A communication matrix of size x n is used in order to
determine the most communicating jobs. Each element of thmcorresponds to the
mutual communication of a pair of jobs, andeing the number of jobs (counting replicas
of the same job only once). If there is communication betwidentwo jobsi and j, we
use the valu€; ; to represent the total amount of data (bytes) being traresfelf there is
no communication, 0 is used. This means that the commuaictatiatrix by construction
will be symmetric. Note thaf; ; denotes the maximum amount of communication possible
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between jobs and j for one time execution (i.e., the available size of sent awtived
messages as defined by the system user).

6.3 Ordering Heuristics

Assignment of jobs and nodes needs two important heurifiicsffective solving of the
mapping problem, namely how to decide which job to assign (exlering of jobs), and
which node to assign to this job. This is similar to the soezhNariable (job) and value
(node) ordering heuristics which are concerned with themirdwhich variables are instan-
tiated and values are assigned to each variable. A goodol@madering is one that starts
with the variables that are the most difficult to instanti@te., most constraining variable
ordering heuristic) and a good value ordering heuristiois that leaves open as many op-
tions as possible to the remaining uninstantiated vars(ole., a so-called least constraining
value ordering heuristic). In the next section, we proviééads on this using an example.
These heuristics can have a significant impact on searcieeffic No backtracking would
be necessary if an optimal variable/value ordering is aglid44]. Thus in such a case a
linear time solution for the mapping problem is possibleeiEfiore a proper and good selec-
tion of ordering can reduce the number of steps to find a swluEor creating the mapping,
we propose job and node ordering heuristics which are destimn the subsequent sections.
Of course the proposed ordering is no guarantee that bakkicawill never be necessary.
However we believe that the proposadriori heuristics for ordering jobs and nodes is a
viable strategy as a justification of ordering heuristigsrisvided in the next section.

6.3.1 Justification of Ordering Heuristics

The algorithm presented in the next section considers th&t sanflicting jobs that can-
not be mapped on the same node, e.g., replicas and the mastamipjobs, e.g., binding
functionality of jobs first which can easily guarantee thasfbility of the generated initial
solution. This consideration is realized by explainingfibleowing example.

Let us consider the following jobg, j2, j3 and j4 and their assignment onto nodes
andny. Job j» is a high critical job and is replicated twige,, jop,. We assume that two
jobs can run on one node and three jobs can run on another ritidsufficient resources.
Four constraints are defined which need to be satisfied dtinm@ssignmenic;- due to
the binding functionalityj; must run oms, Cz- j25 and jop Must run on separate nodes in
order to tolerate faults;z- computational capability and- memory resource capacity. The
type c3 andcy are common/general constraints that are always presericim &location
problem. They refer to all jobs and therefore do not give usecthint which jobs should
be assigned firsic, explicitly refers to conflicting jobs, i.e., replicas, and jo, andcy
exclusively mentions aboyt which requires a sensor. Thug,and j» are to be considered
first for the mapping. Therefore, we start by assignjng» and thenjs, j4 as follows:(a)
assignj1 onton; as enforced by, (b) j2a andja, are assigned tn; andn, due to constraint
C2, (€) j3 can now be assigned to either node, we arbitrarily chogsend (d) j4 must be
assigned ta1, (due to the resource constraints of the nodes). Now, assunagbétrary
job ordering ofja, j3, ja, j2a, j2b. The assignments are as followa) assignji onton; as
enforced byc, (b) j3 can be assigned to either node, we arbitrarily choose filde ng,
(c) ja can be assigned to any node, we chomsagain,(d) as enforced by, j2a and jo,
have to assign on different nodes but we fail to assignjotiue tocs andc,, therefore(e)
repeated backtracking (or back jumping to stepand(c)) is necessary so that eithgyor
ja can be moved to, to create a feasible assignment. When jois considered last in the
order list backtracking is also necessary.



25

6.3.2 Job Ordering-Heuristics

These heuristics are used to order the jobs, i.e., to decidehvobs to assign first. The
compatibility matrixA and the communication matr&Xis also employed in the ordering as
follows:

la. Create a sub-matrixof the assignment matri&, containing only those jobs (columns)

to be assigned in Bhasé of the allocation. B
b. Sum each column (representing a job) in the mari®@rder the jobs in ascending order,

i.e., the jobs with the least possible assignments will cdinsé By considering these
jobs first, the search space is likely to decrease since jblesare the most constrained
(with respect to binding constraints). Ties are broken ating to the second heuristic
given below. N

2a. Create a sub-matrX of the communication matri€, containing only those rows and
columns belonging to jobs that are to be assigned in thisfegppbase. FoPhase 1] a
sub-matrixC of the communication matri€ is created, containing both the rows and
columns belonging to jobs that are to be assigned in thisegyteswell as those rows
and columns belonging to jobs assignedPimase | The reason for including already
assigned jobs in the matrxin Phase 1] is that jobs to be assigned in this phase belong
to SC PIMs and thus are more likely have communication with jobs previously
assigned irPhase |

b. Search the matri€ and find the pair of jobs with the highest mutual communigatio

between them. Arbitrarily, select one of the jobs in the paid order that job first, fol-
lowed by the second job in the pair. If any (or both) of the jobthe pair have already
been ordered, just ignore it. Continue with selecting th& nest communicating pair
and order those jobs as described, until there are no jobsTie$ are broken arbitrar-
ily. This heuristic can be applied stand-alone when jobsnaterestricted by binding
constraints.

Note that for implementing these heuristics, it is not neagsto create the full compat-
ibility matrix A nor the full communication matri. Just the sub-matrices suffice. Further
the sub-matrix of the communication matrix, which is use®iase lis itself a part of the
sub-matrix used ifPhase Il Hence, the sub-matrix ¢thase licould be created and used in
Phase ] reducing the number of matrices that need to be created, tis symmetry of the
communication matrix (and its sub-matrices) can be exgyiai the implementation. In this
case the search for the highest mutual communication dasreither only upper or lower
triangular part of the matri€ as shown in Table 2.

6.3.3 Node Ordering-Heuristic

Just as in the job ordering-heuristics, the same sub-maAtdkthe compatibility matrixA

is used for ordering nodes. Nodes are ordered by taking thec$each row (representing
nodes) in the sub-matri&, and ordering the nodes in descending order. By using thisror
ing the nodes which allow the most assignments are ordestdTies are broken arbitrarily.

6.3.4 Example Describing the Ordering Heuristics

We take an example which consists of four jghsj, j3, ja and two nodesg, n;. Consider
that job j» needs a sensor and nodghas a sensor attached to it. Let us assume that the
mutual communication volume within a time period betwgemnd j» is 4 bytes, between
j1 and j3 5 bytes, betweerj, and j; 8 bytes and betweels and j4 is 5 bytes. When

6 Phases (I, Il and Ill) are used in the Algorithm 2 describe8éwtion 6.4.



26

the assignment compatibility matrix is created (Table 1), we see that jpbcan only be
assigned to node;, correspondinglyn; is the only usable node fop. Since j, cannot
be assigned ontag, we put 0 in the corresponding cell. All other jobs can be grssi
to any of the two nodes. We put 1 in the corresponding cell wdngob can be assigned
onto a node. The ordering of jobs will start py and noden; will come first in the node

[C [ ji]i2]is] ia]

(Al i2[ds a5 ] i]0[4][5]0
ni{ 1|0 1|13 j2|Il 41 0| 0] 8
n(|1|11]1]|4 j3|Il 51 0] 0|5
s|l2]12]2 0] 8]5[0

Table 1 Building assignment compatibility ma- Table 2 Building communication
trix matrix

ordering. Ties are broken for other jobs by using the compatiin matrix (Table 2). Each
cell of the communication matrix is filled by the total amowftmutual communication
volume in bytes of the corresponding jobs pair. The upperlaner triangular parts of
this matrix is symmetric. Hence during the implementatiaamly need to search for the
communication pairs either in upper or lower triangulartpale see that joly, and j4 have
high mutual communication among all the pairs followed ke/phirj4, j3 andjs, j1. Hence
the job ordering will bej,, j4, j3, j1 and the node ordering will bey, ny. If a job appears
more than once in different pairs then from the first pair ipligced in the ordered list. If
we assume that maximum two jobs can be assigned on a singtednedo the computation
and resource constraints then nadewill host the jobsj, and j4, andng will host the jobs
jzandji. The replicas are not included in either matrices only theaary job is included.
When a job is replicated two times the corresponding comaatiain link of the job is also
replicated and the communication volume becomes doubll. tBa primary replicas (the
main job) are considered in the communication matrix foirtbedering. The other replicas
are not considered as they will be anyway assigned ontaeliffeodes and will disseminate
messages over the network.

6.4 The Algorithm

The construction of the algorithm is inspired by the essdigld constructive heuristics in
space allocation [57], in course timetabling [58] and by theable and value ordering-
heuristics for the job shop scheduling constraint satigfagroblem [44]. The algorithm
works in three phases and considers SC PIMs and non-SC Pipdsasely to reduce in-
fluences. As a result of component based design, SC and nédHM<communicate mini-
mally, thus they can be treated separately. To facilitatengt partitioning between SC and
non-SC PIMs, we allow that jobs of SC PIMs and jobs of non-SR<tan be allocated
onto separate processors or cores on the same node. Thegaissmned in three different
phases, mentioned below:

Phase I: High critical jobs of SC PIMs,

Phase II: Non-replicated jobs (if any) of SC PIMs and

Phase llI: Jobs from non-SC PIMs.

The described algorithm is executed once in each phase pfapping process. We start
by considering the most conflicting jobs that cannot be mdgpethe same node (i.e, repli-
cas) in the first phase. Throughout the assignment procesadit constrained jobs (with
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Algorithm 2 Extra-functionality driven SW-HW mapping algorithm

Input: J :set of jobsN : set of nodes
Output: alloc : set of job to node mappings

: J:={all jobs to be assigned in this phase}

: J:=replicateJob§)) /*#Replicate jobs according to their degree of criticality*/

: J:=orderJob$J) /+0rder the jobs according to a job ordering-heuristicsx/

/*Section 6.3 provides a discussion of the heuristics dsed.

4: N:=orderNodeg§{allnodeg) /*0rder all nodes according the heuristics*/
[*Section 6.3 provides a discussion of the heuristic uded.*

5: ji := getFirstElemer()).

6: ng := getNextNod@\, ji) /*ng is the next node that has not been evaluated already
as a possible assignment for jj.*/

7: if ng = null then

8: if alloc=0then

9: fail/*allocation is not possiblex/

10:  endif

11:  (jiast, Niast) = getLastElemergalloc)

12:  alloc:= alloc)\ (jjast; Niast)/*delete last allocationk/

13:  J:=JUjjast/*re-add last job to the setx/

14: goto step 5.

15: end if

16: if assignmentValigj;, ng) then

17:  alloc:=allocU (ji,n)/*add new allocation*/

18: else

19: goto step 6.

20: end if

21: J:=J\ji

22: if ifJ # Othen

23: goto step 5

24: end if

25: stop/*allocation completed.*/

WN

respect to binding constraints) are assigned first. Usiisgottllering and assigning replicas
in Phase ] the number of backtracks are reduced (see experimentdig@s Section 7.2).
In Phase 1] we continue with non-replicated jobs of SC PIMs, they wélibtegrated with
the replicated jobs of SC PIMs in a way that reduces job inflteenAs the lower critical
jobs from SC PIMs are treated in a different phase, it is migeyl that there will be less
influences between them. Finally, jobs from non-SC PIMs Woeated in the third phase. A
high level description of each mapping phase is outlinedigoAthm 2. A detail description
of Step7 and 8 of the algorithm is given in the following section. Bt 6.4.2 describes
the adaptability of the algorithm onto a heterogeneoudsgtat

6.4.1 Assignment Evaluation and Consistency Enforcing

Before a job can be assigned to a node, an evaluation has terfogrped. In this step of
mapping, all the defined constraints are satisfied. If theeniedempty, i.e., there are no
previously assigned jobs to that node, then only bindingstraimts need to be checked. If
there are already assigned jobs on a node then apipbspective techniqueRetrospective
techniques are characterized by the assignment of a jobddewhile checking other jobs
that are already assigned in this node in order to avoid cw®flif all constraints hold,
i.e., consistency enforcing is ensured, then the next jaleliscted. This technigue allows
us not to try to assign the replicated jobs on the same nodésaido enforced by the FT
constraints. While assigning jobs duriRase ] different nodes are selected for the replicas
in Step6, which significantly reduces the number of iterations al$ agbacktracks to find
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the feasible solution. The assignment process does not knosiori before checking the
constraints whether there is a replica already assigne@nVsreplica job is chosen to be
assigned from the list, a new node is selected for it to begaedi If the verification of
consistency fails, exploration continues with the nextexddfhen all nodes for this job has
been checked unsuccessfully, the backtracking goes batle tmost recently instantiated
job, and so on%tep8 in Algorithm 2). Backtrack is performed by simply swappiog
moving the jobs between nodes. After performing a move, gasible solution is found
then the algorithm is continued with selecting the next jalof the actual list. If a solution
is not found after backtracking then the algorithm retunméndeasible mapping.

In the case when non-SC applications share the same pro@sSC applications,
some optional strategies are possible. After the jobs lpélgrto SC applications have been
assigned, nodes can be re-ordered in a way that eases tipenasst of non-SC jobs. As an
example, ordering the jobs according to the amount of reimgicomputation capacity of
each node thus bettéwad balancingbetween nodes can be achieved. Another possibility
is to re-order the nodes according to least memory utibmatir nodes having less failure
rate (useful when heterogeneous platform is assumed) f Allese re-orderings might also
be beneficial from a dependability viewpoint. Since non-8i6sjwill be primarily assigned
to nodes with few/no jobs from SC applications, the sepamatif SC and non-SC jobs is
likely to increase. This will reduce the likelihood of ersavccurring in non-SC applications
propagating to SC applications.

6.4.2 Applicability on Heterogeneous Platform

We explain the adaptability of our algorithm onto heteragmrs platforms in terms of com-
putation and failure rates. A heterogeneous platform maysisb of node processors of
different speedsf() and of different failure rates\(). Therefore each job may have different
CTs on different nodes and also the failure probability cardifferent. A processor with
less failure rate is obviously more reliable and more joles assigned onto this node so
that the system reliability is maximized. However, this noargrioad some processors while
other processors are less utilized. In order to tackle ligisristics like in [59] can be utilized
while applying the retrospective techniqueStep7. The technique is tallocate jobs onto
a processor according to the product of the failure rate ahe total time (J) required by
the instantiated job and already assigned jobs on that gsce Assign the selected job on
a processor where the produgt- T; is minimum. We term this asletHeus This heuristic
(HetHeus provides a better trade-off between reliability and sciteility of the mapping.
Moreover, if a job needs certain level of reliability andyalspecific processor can provide
it then this job should be assigned on that processor. Tlyp®s f requirements can be
taken into account in the allocation compatibility matixiescribed earlier.

7 Evaluation of the Mapping

In order to demonstrate the effectiveness of the approaelpravide illustrations of dif-
ferent scenarios and the proof of concept of the algorithimgusiixed-critical applications
of actual automotive system from industry partners. Séwetperiments have been car-
ried out to evaluate the performance of the mapping hecsistihe results are discussed in
Section 7.2. Assuming a homogeneous platform the detagrasent policy by using the
proposed ordering-heuristics has been described in [h5hé following section, we are
interested to show the assignment policy described in tperithm onto a heterogeneous
platform. This platform consists of node processors oed#ht computing power and failure
rates. A discussion of how the objectives are quantifiedlecsa good mapping is depicted
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as well. At the end of this section we present the validatioth @ comparative study of the
algorithm using an independent tool [35].

7.1 Mapping lllustration

We consider a mixed-critical application consisting ofdardiorce control (BFC) of adaptive
cruise control (SC application) and mirror movement fundility (MVF) of doors control
subsystem (non-SC application). For the sake of simpleipart from each of these sub-
systems is considered as shown in Figure 9. The interactiom BFC to MVF comes from
the fact that when the speed of the car is high the door musidked. As the MVF is a part
of doors control a communication is set so that when the sgebijh mirror movement
should not happen. However there is no data and control flom the non-SC (MVF) to
SC application (BFC) as error occur in non-SC applicatioy prapagate to SC application
which is strongly prohibited in our design.

Speed sensor
job j1

Distance
control job j,

Mirror Mirror Mirror Mirror
sensor job switch job movement job actuator job

@)

Brake force Brake actuator
control job j3 job ja

Fig. 9 (a) Mixed-critical application (SC BFC and non-SC MVF) ail &fter FT scheme

Properties of Jobs and NodesBFC is a video-based emergency brake for the collision
warning and avoidance system. This subsystem is decomusefbur jobsji, j2, j3 and
ja as shown in the upper part of Figure 9. Jghsand i1, are the replicas of; and the
similar type of notation is used for all other replicas. Jebs responsible for reading car
speed value from the speed sensor and sends the speed messémgs. j3 is a control
object job for computing the necessary brake force.jdobads distance value of the nearest
object from the image sensor and sends the corresponding v a messageps to js.
Job j3 computes the brake force and transmits the messggéo brake actuator (BA) job
ja- ja activates the brakes in order to make the necessary actioagotd collision. All
the functional and extra-functional properties are matléhea SC-PIM. The assumed job
properties are as follows: Replication factor22 and 3;EST: 0,0,20 and 4515 CT :
20,20,25 and 18nsfor jobs j1, j2, j3 and j4 respectively. The values @Ts are adapted
according to the speed of the node processor where the jebgsaigned. The influence
value (calculated using the method defined in [50]) betwgerjs and between,, j3 is
assumed as.00 and betweers, j4 is 0.30. The message size between each pair of job is
25bytes. All jobs from the subsystem have to finish executiptheir deadline equal to the
period of 15@ns The chosen FT schema tolerates one failure (either tranmi@ermanent).
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The MVF is decomposed into 4 jols, jg, j7 and jg as shown in the lower part of the
Figure 9. Jobjs is a mirror sensor job, which reads the left mirror movemesthmand
and sends messag®g to mirror switch management jofg of the switch panel. Joly is
responsible for moving the left mirror, which receives coamah from jg via messagens;.
Actuator jobjg actuates the mirror movement. When jphbreceives message;7 from j1
with a higher speed value then it reacts accordingly to jpibliny mirror movement. The
chosenEST andCT values are as follows€EST: 0,20,40 and 68ns CT : 20,20,25 and
20msfor js, jg, j7 and jg respectively. All jobs have to finish execution by their daa
equal to the period of 150s

We consider a HW platform of 4 nodes and the node processorhaee different
computing power and failure rates. The slajss;,s» and sz are statically assigned with
nodesng, N1, N and ng respectively. Maximum two messages of size 25bytes can e se
from each slot. The above assumed j6i3ss are for the processors of having relative speed
of 1 unit (say for 12MHZ). Let's assume the speed of node processgns;, n; andng are
1,1.25(i.e,156MHz),1.5 and 125 unit respectively. Therefore a job assigned on node
requires ¥1.25 times less time to finish the job execution. The failuresady) per hour
are 1x 107°,1.5x 10°5,1.5x 105 and 175x 10~ for node processonsy, ny,ny andnz
respectively.

Illustration on a Heterogeneous Platform: At this stage, mapping of above selected
jobs onto available HW nodes needs to be performed. Forlthsgration, jobs of BFC are
considered whereas jobs of both applications are consideqgerforming the experiments.
We describe the applicability of the assignment procesgtatéorm consists of processors
of different computing power and failure rates.
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Fig. 10 Assignment of the example subsystem

We consider the assignment of jobs onto nodes shown in Fifur&or the first map-
ping (Figure 10(a)) jobs are assigned without the guidaridheoheuristics. For the other
configuration, according to our heuristics we first assignsnsor jobg; and j,. We then
apply theHetHeus(described in Section 6.4.2) Bte p7 of the Algorithm 2 for the remain-
ing jobs. The resulted mapping is shown in Figure 10(b). Saltjobs are high critical only
Phase lis executed. Let us consider the case of assigipngMe calculate the value of the
productA - T; for nodesng, 1, nz andng which are(20+25) x 1 = 45 (16+20) x 1.5 =
54,(14+4 17) x 1.5 = 46.5 and(16+ 20) x 1.75 = 63 respectively. According tbletHeus
j3a is assigned to nodey, which has resulted the smallest product value. Similgglyis
assigned tom,. When there is a tie, a node is chosen arbitrarily. We obgeateigh reliable
nodes (less failure probability) execute more jobs whiléna@ning the scheduling length

7 For simplicity 10°° is discarded from the value af,.
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to a minimum. There always exists a trade-off between riifatand scheduling length.
In order to maintain a better trade-off between them, thigrisc can be applied stand
alone or can also be applied when there is a tie in the commatimicheuristic. Detailed
consideration of heterogenous platform is part of our fitmork.

Estimation of Ty and EST: We now describe the estimation BIST sfor jobs having
precedence relations. In this case TDMA protocol is assuaselcommunication scheme.
This protocol provides deterministic access to the mediyrordering the message trans-
missions statically at design time and thus response tingeasanteed. Each node sends
messages only during a predetermined time interval, call®ds) and listens to all other
nodes, over a TDMA round. In this example, the sigis;, s, ands; of a single TDMA
round are statically assigned to noagsn;, n, andng respectively. We assume that the slot
length is equal to shsand maximum 2 messages each of sizeyP&scan be sent per slot.
For inter-job communication, it is necessary to calculagerietwork delay. This delay de-
pends on the type and speed of the network. The function simowlgorithm 1 is used for
calculatingTy and actuaE ST. For example, joljs, in Figure 10(a) can only start execution
when it receives messages from jph, j1p and j2a, jon. We calculateEST,, due to its all
previous assigned jobs and select the highest one. Wherldnefdom j14 and j1, are con-
sidered,j3, can start executing on any nodes at3with a Ty of 16ms(used Equation 5
of Section 6.1.3). However it has a precedence relationwi$oj,. Therefore considering
delay due tgj2, and ja,, EST,, is at 52nswith a Ty of 12ms As a resulEST,,, andEST,,
will be 52ms In this way actuaE STs are calculated.

Quality Mapping: The metrics in terms of influence, total scheduling lengtth emm-
munication overhead have been calculated for the aboveingmT he values ar®.58,92ms
150byteg and(0.43,83ms 15Myteg which are corresponding to the assignment shown in
Figure 10 (a) and (b) respectively. These objectives ard temeasuring the quality of
the mapping. The overall influence and the scheduling lehgtte been calculated by us-
ing the formulae given in Equation 3 and 6 respectively. Tommunication overhead is
calculated by the sum of size of the messages transferredieaetwork. Both mappings
satisfy all the constraints, i.e, both are feasible mappiktpwever the mapping shown in
Figure 10 (b) is preferable due to its less overall influencé scheduling length value.
These three variables have also been used for our optimizicamework [37], where the
experimental results show a significant quantitative gain.

7.2 Performance Evaluation of the Heuristics

This section presents the experimental results for thegsexgb heuristics. Different set of
jobs from 10 to 100 are randomly selected. The jobs prosestie selected in the following
range: Replication factor 2,3,4,ESTe [0,80ms CT € [2,20)ms D € [14,200, Memory
size€ [4,15MB and Messages size [2,120Bytes All jobs along with their replicas are
to be assigned onto a set of nodes. The memory capacitieddetraye arbitrarily chosen
between 10MB and 25MB. Sensors and actuators are arbitrarily attached to nodhes. T
proposed heuristics are compared with existing base lipeoaphes.

The mapping problem is NP hard [13] and usually needs theagail of heuristic tech-
nique to find a feasible solution with least iterations. Hdenumber of iterations is needed
to find the solution, it obviously takes less computationetitur goal is to show how eas-
ily and efficiently the proposed heuristics find a feasiblriion and whether the use of
heuristics needs backtracking, or if backtracking is ndettien how often. To show the
effectiveness of the ordering in our approach the resutiscampared with the basic ap-
proaches where ordering heuristics are not applied. Thideeeffectively shown by using
the number of iterations it takes to find a feasible solutiimee computation time taken in
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each case to find the feasible solution was in the range offemlyseconds. Our observa-
tion on number of iterations including number of backtrankeded to find the solution is
depicted below.

Effectiveness of Heuristics\We are interested to show the performance (finding a fea-
sible solution while reducing the complexity of the prob)ewfi the heuristics. We observe
that our multi-phase algorithm requires less or no backinacto find a feasible solution.
Several experiments are carried out. First the assignndicyps applied with the job and
node ordering-heuristics, we callkteuristic solution. Second, we considered random se-
lection of nodes which is thRandomsolution. Third, we consideFhrashingwhich is a
different way of exploring nodes, where first node from thaeoiis tried for every job to be
assigned. If all constraints are satisfied, the selectedsjalssigned onto this node, other-
wise next node is explored. According to the heuristics ofoderingmost constrained jobs
first, high critical jobs are assigned Phase lof the Algorithm 2. When jobs are assigned
in this phase, different nodes are selected for the®8t@p6 of the algorithm. Both of these
considerations result a significant number of less itematio find the feasible solution.

1000 ]
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800 | |MHeuristics I 1800 [
| |ERandom Ly 16004 @ Heuristics 4
70015 No Ord. + 1400l Edobord.+ || [N
'8 6001 | Thrashing [ || Thrashing | | L
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3300 M s 800 ]
200 H * 600 N
100 E M 400 '
0 ﬂ—ﬂl‘i | 1L L 200 N
10 20 30 40 50 0 . | L L)
20 40 60 80 100
# Jobs (SC) # Jobs (SC)
(a) (b)

Fig. 11 Performance of mapping heuristics (SC applications)

Figure 11(a) shows the number of iterations needed forrdiffieassignment policies.
Five nodes are chosen for this experiment. We observe tiplyiag the mapping heuris-
tics takes least number of iterations and hardly need badkto find a feasible solution.
However this does not guarantee that the backtracking iseated at all to find feasible
solutions while performing the mapping for different setgais and nodes. We applied
simple swapping (swap the nodes between two jobs) and casibm (relocate a job to a
different node) in the case backtrack was necessary. Inb@aseouch the highest iteration
line (Figure 11), a feasible solution has not been found Hat assignment policy despite
of changing some assignments when backtrack was necebks&igure 11(b), the results
found by heuristics process is compared with ordering + thrashingand with no job
ordering + thrashing We observe that heuristic based solution require leasbeurof it-
erations to find the feasible mapping. In this set up (Figurg the number of nodes were
increased with the increasing number of jobs. 5 nodes akfos@0 and 40 jobs;,B and
10 nodes are for 680 and 100 jobs respectively.

Figure 12 shows the outcome of the similar type of experisyemhich have been per-
formed for the non-SC jobs set. In this case the heurist®s abrks better than random
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Fig. 12 Performance of mapping heuristics (non-SC applications)

or thrashing solution. As there are no high critical jobs on+8C applications, binding
constraints play role in the ordering-heuristics. Fouresdre used for this set up.

Resource Utilization: We have performed experiments in order to compare the CPU
and memory utilization of heuristics process with the randand thrashing policy. We
observe that the distribution of CPU and memory capacityheyleuristics approach is
comparable with the random solution which is almost equdistributed among all the
processors. In case of thrashing, the load (computatiom@erdory) among nodes are not
properly distributed, i.e., are not properly load balancdte measured utilization is based
on computation and memory available only for applicatiaisj Resource consumption for
middleware code and for other services are not included.

Observation: We have conducted similar experiments by using differemliegtion
patterns. For example, deadline is set at the applicatigal, leherefore, all jobs within an
application have the same deadline equal to the deadlirteeadfplication. The estimation
of jobs properties are also varied, e.g., by changing the goiticality degree, varying the
computation time, deadline, messages size etc. We obsetveur heuristics approach finds
similar results to those discussed above. This shows thieabpitity and robustness of our
algorithm on a wide area of applications. Furthermore wherapplied the communication
heuristic, most of the communicating jobs are instantittellocate onto the same node. If
we allow all these jobs to be assigned onto the same nodeyitesalt poor load balancing
among nodes. In order to tackle this we have apdied balancingtechnique so that the
loads are properly distributed among nodes. In doing thistvixe to assign the jobs equally
among nodes while having the gain on communication hearistiad balancing is defined
as the distribution of tasks among the processors such dcht@ the processor is loaded
with almost equal amount of computation.

7.3 Validation and Comparative Study of the Approach

The result of the allocation process is validated using a@ependent tool [35]. The tool
supports optimization-based allocation and schedulirggrdfedded time-triggered systems.
Although, this tool uses mathematical optimization fraroe[36], it may lack of perfor-
mance in case of large system models, so the tool and ouimolutoposed in this paper
can complement each other.

The optimization-based tool supports MVO in the scheduphgse, including criteria
such as robustness, extensibility and throughput. Thelajgzecan select an appropriate
composite objective function that delivers the needed doation of the target criteria. Our
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method uses heuristics-based search that delivers s@ugigckly. This initial solution can
either be validated (proving schedulability), or optindzgo cut the solution space) using
other tools. Our experiments show that the usage of allmeatigorithm as part of the input
to the optimization resulted in a significant performancigéhe result with less number
of workload$ shows that in case of optimization the presence of the ifé@sible solution
can help to reduce the search space by at least an order oftotsgThe experiments are
done using multiple objectives function as described ifj.[BBe independent tool is used to
perform the proof-of-correctness of the output of the atmm algorithm for different size
of workloads. However we experienced some limitation whigforming optimization in
the tool using large workloads.

Both methods are complementing each other, bec@usige result of the heuristic ap-
proach can be validated and scheduled using the optimieadsed method, an@) the
basis solution can be used to improve the performance ofgtieiaation [37].

8 The Supporting Tool-Chain

We now develop supporting tools for the developed framewdte tool-chain provides

functionality for SW-HW integration in the SC embedded sys$ domain. The concepts
and algorithms introduced in the earlier sections have beplemented in an open, exten-
sible development environment. First we briefly presentattuditecture of the integration
tool-chain (Figure 13) and then describe different impletaton steps of the tool-chain
including transformations in VIATRA.

8.1 Implementation

The tool-chain is implemented on top of the open Eclipseitdebration framework. Eclipse
is a Java-based, open-source system that is currently ahe ofiost important open plat-
forms for tool development [60]. As the tool-chain workshwibultiple modeling languages
and facilitates multiple model transformations, we useANRA2 a generic, open-source
model transformation framework [16], which is an officialligse extension. VIATRA2
supports the simultaneous handling of multiple models, eting languages and transfor-
mation, as well as code generation. The model transformégithe process of converting
one model to another model which applies some rules likerptr@msformation [61]. In this
context transformation of the PIM to the PSM of the same sysseperformed. The input
of the tool-chain are the PIM models (each containing a siaglplication) in XMI format,
the CRD model (also in XMI format), and the job code inforroatfiles (in XML). In or-
der to improve usability of the tool, we implemented a custeer interface that hides the
technical details of models and transformations and shawstbe high level information
for the system designer. This way a VIATRA based model spacesiated.

After the allocation and scheduling are done, all the neogssonfiguration files and
source code for the system can be generated. The SW is comapitedeployed using third
party, system specific C compiler and SW download tools, &BP/TTX-Load [56]. All
the steps shown in Figure 13 are described in the subseetitrs.

8.2 Application and platform modeling

The primary modeling artifact of the application designqgass (Figure??) is the PIM
that describes three aspects of system development. Thidinality contains information
about jobs (basic SW components), (logical) sensors an@iaet that interconnect the sys-
tem with its environment, and messages that interconnbst jthe performance (or timeli-
ness) of the model contains requirements for message amejaials, worst-case execution

8 Defined as numbers of jobs and nodes used in the experiment.
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Fig. 13 Architecture of the SW-HW integration tool-chain

times, and other temporal parameters. Dependability dPthedescribes the dependability
requirements such as the safety criticality degree analiéty requirements. The definition
of PIM models is supported by a graphical domain-specificeheditor, and a UML profile
suitable for any of the current UML tools. PIMs for specific Béare created either by us-
ing standard UML tools. Similarly to the PIM, the hardwaredab(called Cluster Resource
Description - CRD) can also be defined using a graphical dospécific editor.

The behavioral design step describe the definition of jolabelns. This complements
the PIM by the definition of job behavior. There are severaheercial tools that can be
used for this purpose (like SCADE [62], or Matlab/Simulir@3]).

8.3 Marking the PIM Elements

PIM marking precedes the automatic transformations thaeigee the PSM of the target
system. Markings are interactive steps that are used tctiagiitional (platform—specific)
information that is not already included in PIM or in HSM. $hgrocess enables the incor-
poration of human design decisions into the mapping prodéesmarked PIM, the result of
the marking process, will contain all information that i®ded for automatically generating
the PSM. The most important steps of marking will be intragtuia the followings.

Job Placement Definition:In the job placement definitiomarking step, the designer
can specify whether a job is running on one of the core nodeg,is implemented on
an external node connected to the cluster via a field busetjudss are calleegxternal
jobs). External allocation is usually chosen in case of hardvigaplementation of smart
sensor/actuator nodes, like intelligent keylock modutesars.

After the job placement definition, the designer has to miyadlocate external jobs
to field busses of the system. This allocation is currentlyaakimg, and is not supported
by automation. This decision was taken with alignment gboese from industrial partners,
because the allocation of external nodes to field bussessbafiyia predefined scheme, that
cannot be changed.

Application Interconnection Definition: In this step, the designer can pair source and
target gateway messages to create inter-applicationnirafoon flows. The interconnection
information will appear explicitly in the marked PIM. Eachtérconnection link has an
additional parameter: whether there is a need for data csiove or not.

Sensor/Actuator Allocation: The next marking step is theensor/actuator allocatian
In this step, the designer has to pair logical resourcess¢ssfactuators) that are defined
in the application PIMs with hardware peripherals of thegeéamplatform. This step is not
automated, as the description of selection criteria (séasniator type, accuracy, physical
position in the system, etc.) would require a large effott@h the HW and SW modeling
side.
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Job Compatibility: This marking is the preliminary step of allocation. The desr
has to define which job is compatible with which node. In cdgelus using sensors and/or
actuators, it is mandatory to place them on the same nodeedsatdware peripheral they
control (driver jobs) and the marking is done automaticatlyr ordinary jobs, there are no
constraints on placement. The designer can, however, tiraiset of possible nodes for a
given job. This decision can be based on hardware congrgnesence of a specific co-
processor, or peripheral), or safety criteria (in aviorpplecation, there are physical place-
ment constraint on nodes and SW components). The comiatiiarking information is
used to build the compatibility matrix in Section 6.2 neetgdhe mapping algorithm.

Job Code Information Import: The last marking step of the process is to import the
job code information. This is a feedback from the behavidegign process, and contains
information about the worst-case execution time (WCET) emdk and data memory con-
sumption of the jobs. WCET is also estimated in the PIMs, Hlfitgramplementing and
compiling the job code, it can be measured more preciselg. Mibmory consumption is
calculated by most compilers, and is an important inputrpatar for the mapping tool.

All the marking steps are implemented as Graphical Userfatte (GUI) input forms.
At the end of the marking process, an intermediate modelk@dblPIM) is built which is an
input of the automatic PSM generation.

8.4 Transformations in VIATRA

Based on the input models and marking information, seveitahaatic transformation steps
are executed in order to produce the PSM of the system. Thassdarmations are executed
in the background, so the designer will see only the resultspaogress information and
does not need to know about the transformation technology.

Replication: Replicationof jobs and resources is the first transformation of the pro-
cess. The tool replicates the high critical jobs and plabemton different HW nodes to
achieve higher dependability. The most important paranwétie replication is the number
of replicas for a given component. This can be specified byléveloper in the PIM, either
on application, or on job level. It should be noted that thesses and actuators attached to
the replicated jobs are also replicated.

Job Allocation:

This transformation is the direct implementation of theedition algorithm discussed
in Section 6.4 using the capabilities of the VIATRA2 grapansformation engine. As all
information required by the allocation is present in the PR3\ transformation works
directly on the PSM of the system under design.

At this point, all information is available that is needed d®ate message and job
scheduling in the cluster. We decided to use third-partgdaling tools therefore the PIM-
to-PSM mapping process exports the data to the schedulghandeads back the results.
The final step of the whole process is the generation of agijdic glue code and configura-
tion files for the OS and for the communication controllers.

8.5 Scheduling Tool Support

A scheduling tool is necessary generate or validate thedsiting table for the time-triggered
core network and for operating system instances on the cmdlesn It also supports the
designer in exploring several solutions in the design spackhelps to design optimized
implementation from RT view. Various tools exist which pide the scheduling of tasks,
such as RapidRMA [64], VEST (Virginia Embedded Systems Riop[65] and AIRES

ToolKit [66]. These tools mainly use the RMA for uniprocessoheduling. Nevertheless,
as mentioned in the previous Section 6.1.3, TTP/TTX-Plath BhP/TTX-Build are ex-
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ploited in our approach as an example tools set for scheglglifety critical applications in
a distributed platform. These tools implicitly perform a$bility test to check whether a
given system assignment is schedulable and perform thelgihg.

The schedulers are executed using input files generatedebyaipping tool from the
actual PSM model. The result of the scheduling is a set of gordtion files for the oper-
ating system and communication subsystem of the core neflesting the actual network
and job shceule tables.

8.6 PSM Metamodel

The result of the PIM-to-PSM mapping is the platform spegifist integration model of
the system that contains all information about the SW andHhecomponents, and about
the mapping of jobs onto nodes. The model is created anddsitotbe native XML format
of VIATRA that is the basis of the mapping tool. The model doesneed to be exported,
as all transformations and marking steps are executed MI&ERA framework.

The generated PSM controls the deployment task where aidbieee files (application
code, middleware code, configuration code for the OS, ete.rampiled and linked into
object files and executable files. Finally, in order to run stem these files are downloaded
onto the target platform , e.,g., by using the TTP/TTX-Load.

8.7 Proof of Concept Experiments

The methodologies and tool-chain introduced in this papsrldeen validated with various
system models. The basic validation of the tools has beea dsing tiny examples (like the
BFC and MVF introduced earlier) given by the industrial part

The industrial-grade experiments have been performeaidubie same example) in
the framework of the EU Framework 6 Integrated Project DEGD&pendable Embedded
Components and Systems) [68], where our tool-chain is ugédrbe industrial technology
demonstrators from the automotive, avionic, and indugtriacess control domains.

9 Conclusions

We have presented a novel transformation based integrat@hodology and supporting
tools for the design of dependable real-time embedded ragsté/e performed consol-
idated mapping of different criticality applications ordaocommon computing platform,
thus designing an integrated system. The functional armd-éxhctional requirements have
been considered early in the design process, which redneafesign efforts and cost. We
have presented comprehensive mapping strategies foriegdault-tolerance, enhancing
dependability, providing schedulability analysis and énamplemented them in the tool
suite. Experimental results show the effectiveness, padoce and robustness of our design
process as it considers the following important aspéotsises of job and node ordering-
heuristicsii) checking the constraints during the assignment procegdy(ag retrospec-
tive techniques) and are satisfied as a basis of constraiptitipation, which reduces the
search space by avoiding exploring infeasible design si#éi¢eas the algorithm uses the
ordering-heuristics and run into multiple phases it takss Iterations and less convergence
time, and(iv) the generated initial solution is used to improve the pentorce of the opti-
mization. The post integration platform specific model gatel by our tool-chain controls
the deployment task of the system development process &xagoutables on the target plat-
form. The implementation of custom user interface enhatiwesisability of the tool-chain
providing convenient user interface, ease in importing esdone-click transformation,
performing mapping algorithm, generating configuratioesfiand results. An adaptation
of the algorithm has been described considering issuesasiphocessors having different
computing power and failure rates.
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