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Abstract

This paper presents the results of an annota-
tion study focused on the fine-grained analysis
of argumentation structures in scientific pub-
lications. Our new annotation scheme spec-
ifies four types of binary argumentative rela-
tions between sentences, resulting in the rep-
resentation of arguments as small graph struc-
tures. We developed an annotation tool that
supports the annotation of such graphs and
carried out an annotation study with four an-
notators on 24 scientific articles from the do-
main of educational research. For calculating
the inter-annotator agreement, we adapted ex-
isting measures and developed a novel graph-
based agreement measure which reflects the
semantic similarity of different annotation
graphs.

1 Introduction

Argumentation mining aims at automatically identi-
fying arguments and argumentative relations in ar-
gumentative discourse, e.g., in newspaper articles
(Feng and Hirst, 2011; Florou et al., 2013), legal
documents (Mochales-Palau and Moens, 2011), or
scientific publications. Many applications, such as
text summarization, information retrieval, or faceted
search could benefit from a fine-grained analysis of
the argumentation structure, making the reasoning
process directly visible. Such an enhanced infor-
mation access would be particularly important for
scientific publications, where the rapidly increas-
ing amount of documents available in digital form
makes it more and more difficult for users to find

specific information nuggets without investing a lot
of time in reading (parts of) documents which are
not relevant.

According to well-established argumentation the-
ories in Philosophy and Logic (e.g. Toulmin (1958),
Freeman (2011), Walton et al. (2008)), an argument
consists of several argument components which of-
ten are of a specific type, such as premise or claim.
Argumentative relations are usually directed rela-
tions between two argument components. Different
relation types are distinguished, like support or at-
tack (Peldszus and Stede, 2013) which indicate that
the source argument component is a reason or a refu-
tation for the target component. Argument compo-
nents and argumentative relations together form the
argumentation structure. Figure 1 shows the argu-
mentation structure of one argument consisting of 6
argument components and 6 relations between them.
Previous work has developed approaches to classify

1
We observe worse performance for children with migration 
background in primary school.

In our study their school 
grade was significant worse.

However there are high 
differences between the 
children.

Children with language 
difficulties most often 
have to repeat a year.

By contrast, children with a 
positive socio-economic 
background usually don't 
have any problems.

supports attacks

sequence

supportssupports

3

54

2

By socio-economic background we mean for 
example the parent's education level. 6

details

Figure 1: Illustration of one argument consisting of 6 ar-
gument components.



sentences in scientific papers according to their ar-
gumentative role (Teufel, 1999; Liakata et al., 2012),
distinguishing up to seven types of argumentative
roles (e.g., Background, Other, Own). However,
this results in a coarse-grained analysis of the ar-
gumentation structure present in a scientific paper,
which merely reflects the more or less standardized
way scientific papers are written in many domains
(e.g., Natural Sciences or Computer Science). Such
a coarse-grained analysis does not reveal how an au-
thor connects his thoughts in order to create a con-
vincing line of argumentation. To the best of our
knowledge, there exists no prior work which tries to
identify argumentative relations between argument
components on such a fine-grained level in scientific
full-texts yet. This is a challenging task since scien-
tific publications are long and complex documents,
and even for researchers in a specific field it can be
hard to fully understand the underlying argumenta-
tion structures.

We address this gap and aim at developing meth-
ods for the automatic identification of argumentation
structures in scientific publications. We chose scien-
tific journal articles from the educational research as
a prototypical domain, because it is of particular in-
terest not only for educational researchers, but also
for other groups in the society, such as policy mak-
ers, teachers or parents.
This paper presents the results of our annotation
of 24 articles from educational research (written in
German) – a crucial step towards developing and
testing automatic methods. Our contributions can
be summarized as follows: (i) We introduce an
annotation scheme and an annotation tool for the
fine-grained analysis of argumentation structures in
scientific publications, which represents arguments
as small graph structures. (ii) We developed a
novel graph-based inter-annotator agreement mea-
sure, which is able to reflect the semantic simi-
larity of different annotation graphs. (iii) Finally,
we present the results of a detailed quantitative and
qualitative analysis of the annotated dataset where
we characterize the argumentation structures in sci-
entific publications and identify major challenges
for future work.

The rest of the paper is organized as follows: First
we discuss related work (section 2). In section 3, we
describe our annotation scheme and the annotation

study, and in section 4 the inter-annotator agreement
measures are introduced. The results of the quantita-
tive and qualitative analysis are discussed in section
5. Section 6 concludes.

2 Related Work

This section discusses related work regarding the an-
notation of argumentation structure on the one hand,
and annotating scientific articles on the other hand.
We give an overview of (i) annotation schemes for
annotating argumentation and discourse structure,
(ii) inter-annotator agreement (IAA) metrics suit-
able for this annotation task, (iii) previous annota-
tion studies.

Annotation Schemes Previously, annotation
schemes and approaches for identifying arguments
in different domains have been developed. For
instance, Mochales-Palau and Moens (2011) iden-
tify arguments in legal documents, Feng and Hirst
(2011) focus on the identification of argumentation
schemes (Walton, 1996) in newspapers and court
cases, Florou et al. (2013) apply argumentation min-
ing in policy modeling, and Stab and Gurevych
(2014) present an approach to model arguments in
persuasive essays. Most of the approaches focus
on the identification and classification of argument
components. There are only few works which aim
at identifying argumentative relations and conse-
quently argumentation structures. Furthermore it is
important to note that the texts from those domains
differ considerably from scientific publications re-
garding their length, complexity, purpose and lan-
guage use.

Regarding argumentation mining in scientific
publications, one of the first approaches is the
work called Argumentative Zoning by Teufel (1999)
which was extended by Teufel et al. (2009). Accord-
ing to the extended annotation scheme, each sen-
tence in a scientific publication is annotated with
exactly one of 15 categories (e.g. Background or
Aim), reflecting the argumentative role the sentence
has in the text. Mapping this scheme to our termi-
nology (see section 1), a sentence corresponds to
an argument component. The aim of this annota-
tion scheme is to improve information access and
to support applications like automatic text summa-
rization (Teufel and Moens, 2002; Ruch et al., 2007;



Contractor et al., 2012). While the authors them-
selves do not consider argumentative relations, An-
grosh et al. (2012) transfer the argumentation inher-
ent in the categories of the Argumentative Zoning to
the Toulmin model (Toulmin, 1958) and therefore
describe how argument components of several types
relate to each other. For example, research findings
are used to support “statements referring to the prob-
lems solved by an article” and “statements referring
to current work shortcomings” support “statements
referring to future work”. However, the paper fo-
cuses on citation contexts and considers relations
only on a coarse-grained level.

Several similar annotation schemes for scientific
publications exist. For instance, Liakata et al. (2012)
proposed CoreSC (“Core Scientific Concepts“), an
annotation scheme consisting of 11 categories1.
Mizuta and Collier (2004) provide a scheme con-
sisting of 7 categories (plus 5 subcategories) for the
biology domain. In addition Yepes et al. (2013) pro-
vide a scheme to categorize sentences in abstracts of
articles from biomedicine with 5 categories.

Furthermore, Blake (2010) describes approaches
to identify scientific claims or comparative claim
sentences in scientific articles (Park and Blake,
2012). Again these works do not consider argumen-
tative relations on a fine-grained level, but focus on
the classification of argument components. While
all of these works use data from the natural sciences,
there are only few works in the domain of social sci-
ences (e.g. Ahmed et al. (2013)), and to the best of
our knowledge no previous work has addressed sci-
entific publications in the educational domain.

A field that is closely related to the annotation
of argumentation structures is the annotation of dis-
course structure which aims at identifying discourse
relations that hold between adjacent text units, e.g.
sentences, clauses or nominalizations (Webber et al.,
2012). Often, the text units considered in discourse
analysis correspond to argument components, and
discourse relations are closely related to argumen-
tative relations. Most previous work in automated
discourse analysis is based on corpora annotated
with discourse relations, most notably the Penn Dis-
course Treebank (PDTB) (Prasad et al., 2008) and

1For a comparison between Argumentative Zoning and
CoreSC, see Liakata et al. (2010).

the Rhetorical Structure Theory (RST) Discourse
Treebank (Carlson et al., 2001). However, the data
consists of newspaper articles (no scientific articles),
and only relations between adjacent text units are
identified. In addition, it is still an open question
how the proposed discourse relations relate to argu-
mentative relations (the difference of the relations
is best illustrated by the work of Biran and Ram-
bow (2011)). Nevertheless, annotated corpora like
this can be valuable resources for training automatic
classifiers later.

IAA Metrics Current state-of-the-art annotation
studies use chance corrected measures to compute
IAA, i.e., random agreement is included in the cal-
culation. The values can be in the range of -1 to
1, a value of 0 indicates random agreement and a
value of 1 perfect agreement (negative values indi-
cate a negative correlation). One of the most popular
chance corrected measures for two raters is Cohen’s
κ (Cohen, 1960). While Cohen’s κ assumes differ-
ent probability distributions for each rater, there ex-
ist other approaches which assume a single distribu-
tion for all raters (Scott, 1955). In addition, exten-
sions to multiple raters exist. Multi-π is the exten-
sion of Scott’s π by Fleiss (1971). Multi-κ is the
extension of Cohen’s κ by Hubert (1977).

All of these measures are well suited for tasks
where we have a fixed set of independent and uni-
formly distributed entities to annotate. However, as
soon as the annotation of one entity depends on the
annotation of another entity, or some entities have
a higher overall probability for a specific annota-
tion than others, the measures may yield mislead-
ingly high or low values (see section 4). Apart from
that, chance-corrected measures are criticized be-
cause they “are often misleading when applied to un-
balanced data sets” (Rehbein et al., 2012) and can be
“problematic in categorization tasks that do not have
a fixed number of items and categories” (van der
Plas et al., 2010). Therefore, many researchers still
report raw percentage agreement without chance
correction.

Annotation Studies Table 1 gives an overview
of previous annotation studies performed for scien-
tific publications. In all of these studies, the anno-
tators have to label argument components (typically,
each sentence represents exactly one argument com-
ponent) with one out of 3 - 15 categories. In most of



Author Data Annotators #Cat Guidelines IAA

Teufel (1999)
22 papers (CL) 3 (semi-experts) 3 6 pages 0.78
26 papers (CL) 3 (semi-experts) 7 17 pages 0.71
3x1 paper (CL) 3x6 (untrained) 7 1 page 0.35-0.72

Teufel et al. (2009)
30 papers (Chemistry) 3 (different) 15 111 pages 0.71
9 papers (CL) 3 (experts) 15 111 pages 0.65

Liakata et al. (2012) 41 papers (Biochemistry) 3 (experts) 11 45 pages 0.55
Blake (2010) 29 papers (Biomedicine) 2 (students) 5 discussion 0.57-0.88

Table 1: Comparison of annotation studies on scientific full-texts (CL = computational linguistics, #Cat = number of
categories which can be annotated, IAA = chance-corrected inter-annotator agreement).

the studies, the annotators are at least semi-experts
in the particular domain and get detailed annotation
guidelines. Regarding the IAA, Teufel et al. (2009)
report that untrained annotators performed worse
than trained expert annotators. All of the agreement
measures in table 1 are chance corrected and there-
fore comparable.

There are also annotation studies outside the do-
main of scientific articles which deal with argumen-
tative relations. Mochales-Palau and Moens (2011)
report an IAA of Cohen’s κ = 0.75 (legal docu-
ments) but only for the identification of argument
components (here claims and premises) and not for
argumentative relations. Stab and Gurevych (2014)
report an IAA of Fleiss’ π = 0.8 for argumenta-
tive support and attack relations in persuasive es-
says. However, these relations are annotated be-
tween pre-annotated premises and claims, which
simplifies the task considerably: annotators already
know that premises have outgoing support and at-
tack relations and claims incoming ones, i.e., they
only have to annotate the target or source compo-
nents of the relations as well as their type. Further-
more, compared to scientific articles, persuasive es-
says are much shorter and less complex regarding
language use.

3 Annotation Study

This section describes our annotation study: we in-
troduce the dataset, the annotation scheme and de-
scribe the annotation tool we developed.

Dataset For the annotation study, we selected 24
publications from 5 controversial educational top-
ics (teaching profession, learning motivation, atten-
tion deficit hyperactivity disorder (ADHD), bully-
ing, performance rating) from different journals in
the domain of educational psychology and develop-

mental psychology.2 All of the articles are in Ger-
man, about 10 pages of A4, describe empirical stud-
ies, and are composed of similar sections (introduc-
tion, methods, results, discussion). In our annotation
study, we annotated the introduction and discussion
sections and left out the methods and results sec-
tions, because these sections usually just describe
the experimental setup without any assessment or
reasoning.

The dataset contains the following annotatable3

text units: 529 paragraphs (22 per document), 2743
sentences (114 per document), 79680 tokens (3320
per document). On average, we have a comparably
high number of 29 tokens per sentence, which indi-
cates the high complexity of the texts (Best, 2002).

At least three annotators with different back-
grounds annotated the journal articles, some docu-
ments were annotated by a forth annotator. Two of
the annotators were students (psychology and soci-
ology), one was a PhD student (computer science)
and the forth annotator had a PhD degree (com-
putational linguistics). We developed annotation
guidelines of about 10 pages of A44 and trained
the annotators on these guidelines. In a pre-study,
the annotators annotated five documents about lan-
guage learning (not included in the dataset described
above). During this pre-study, the annotations were
discussed several times and the annotation guide-
lines were adapted. All in all, the annotation study
extended over several months part time work. The
annotation of one single document took about two
hours.

Annotation Scheme Our annotation scheme
specifies argument components and binary relations

2published by Hogrefe & Huber Verlagsgruppe,
http://psycontent.metapress.com

3without headings, abstract, method/results section.
4We plan to make the guidelines publicly available.



between argument components. Every sentence cor-
reponds to an argument component. Our observa-
tions show that most of the arguments can be found
on the sentence level. This simplification helps to
keep the identification of argumentative relations
manageable: Scientific publications are highly com-
plex texts containing argumentation structures that
are often hard to understand even for researchers in
the respective field.

There are four types of relations: the directed re-
lations support, attack, detail, and the undirected se-
quence relation. The support and attack relations
are argumentative relations, which are known from
related work (Peldszus and Stede, 2013), whereas
the latter two correspond to discourse relations used
in Rhetorical Structure Theory (RST) (William and
Thompson, 1988). The sequence relation corre-
sponds to “Sequence” in RST, the detail relation
roughly corresponds to “Background” and “Elabora-
tion”. We added the detail relation, because we ob-
served many cases in scientific publications, where
some background information (for example the def-
inition of a term) is given, which is important for
understanding the overall argumentation.

A support relation between an argument compo-
nent A and another argument component B indicates
that A supports (reasons, proves) B. Similarly, an
attack relation between A and B is annotated if A
attacks (restricts, contradicts) B. The detail relation
is used, if A is a detail of B and gives more infor-
mation or defines something stated in B without ar-
gumentative reasoning. Finally, we link two argu-
ment components with the sequence relation, if two
(or more) argument components belong together and
only make sense in combination, i.e., they form a
multi-sentence argument component.5

Annotation Tool We developed our own web-
based annotation tool DiGAT which we think is bet-
ter suited for annotating relations in long texts than
existing tools like WebAnno (Yimam et al., 2013),
brat (Stenetorp et al., 2012) or GraPAT (Sonntag and
Stede, 2014). Although all of them allow to annotate
relations between sentences, the view quickly be-
comes confusing when annotating relations. In We-
bAnno and brat, the relations are drawn with arrows

5This is necessary because we fixed the size of one argument
component to exactly one sentence.

directly in the text. Only GraPAT visualizes the an-
notations in a graph. However, the text is included in
the nodes directly in the graph, which again becomes
confusing for texts with multiple long sentences.

DiGAT has several advantages over existing tools.
First, the full-text with its layout structure (e.g.,
headings, paragraphs) is displayed without any re-
lation annotations on the left-hand side of the
screen. The argumentation structure which emerges
by adding relations is visualized as a graph on the
right-hand side of the screen. Second, the tool auto-
matically marks each sentence in an argumentative
paragraph by a different color for better readability.
In addition, discourse markers in the text are high-
lighted to support the annotation of relations.6

4 IAA Measures for Relations

This section introduces the measures we used for
calculating IAA. We will describe the adaption of
measures discussed in section 2 to relation annota-
tions. We also motivate and introduce a novel graph-
based measure.

Adaptation of the Dataset to use Chance-
corrected IAA Measures In this work, we focus
on binary argumentative relations between two ar-
gument components. In order to use the chance-
corrected measures introduced in section 2, we have
to consider each possible pair of argument compo-
nents in a document as either being connected via
a relation (of different types) or not. Then we cal-
culate the IAA with the multi-κ measure (Hubert,
1977) because it is suitable for multiple raters and
assumes different probability distributions for each
rater.

One drawback of this approach is that the prob-
ability of a relation between two argument compo-
nents decreases with the distance between the com-
ponents in the text. It is much more likely that
two consecutive argument components are related
than two components which are in different para-
graphs (we observe about 70% of all relations to
be between adjacent argument components). Conse-
quently, we get a very high number of non-relations
and a very unbalanced dataset because for a doc-
ument with n=100 argument components, we get

6A previous annotation study showed that often discourse
markers are signals of argumentative relations (Kluge, 2014).



(n−1)∗n
2 = 4950 pairs, only 1-2% of which are usu-

ally related.

Therefore, we limited our evaluation to pairs with
a distance of d<6 argument components, since we
observed only very few relations with a higher dis-
tance. We define the distance between two argument
components as the number of argument components
between them in the text flow. Thus, two adjacent
argument components have the distance 0. For a
document with n=100 argument components, this
reduces the number of pairs to (n− d) ∗ (d) = 564.
Since we still have a higher probability for a relation
with a small distance compared to a relation with a
larger distance, we additionally calculated the agree-
ment individually considering only relations with a
particular distance (d=0, d=1, d=2, d>2) and av-
eraged over the results weighting them according
to the average probability for the distances (69.5%
d=0, 18.5% d=1, 7% d=2, 5% d>2). We call this
value Weighted Average (WA) in the next sections.

Adapted Percentage Agreement / F1-Score As
pointed out in section 2, many researches still re-
port raw percentage agreement. Usually percentage
agreement is calculated by dividing the number of
annotation items where all annotators agreed by the
total number of all annotation items. The high num-
ber of non-relations would result in a high agreement
that would be meaningless. Therefore, we divide
the number of annotation items where the annota-
tors agreed by the number of annotation items where
at least one annotator found a relation. We call
this approach adapted percentage agreement (APA),
also called “positive agreement” (Cicchetti and Fe-
instein, 1990).

We have to keep two things in mind: First, this
APA approach leads to worse agreement results than
usual percentage agreement because the agreement
for non-relations is not considered at all. Second, the
APA decreases with an increasing number of anno-
tators because the number of pairs where all annota-
tors agree decreases, and simultaneously the number
of pairs where at least one anotator found a relation
increases. Therefore, we average over the pairwise
APA. This approach is quite similar to the F1-Score
= 2TP

2TP+FP+FN (TP = true positives = both annota-
tors found a relation, FP/FN = false positives/false
negatives = the annotators disagree). The only dif-

ference is the factor 2 for the true positives both
in numerator and denominator which gives more
weight to the agreements. For the two annotation
graphs in figure 2, we get an APA of 1

3 = 0.33 or a
F1-Score of 2∗1

2∗1+2 = 0.5 (ignoring the direction of
the relations).

   Graph A                             Graph B

a b c  
 a b c

Figure 2: Two simple annotation graphs (each node rep-
resents an argument component).

New Graph-based IAA Measure The measures
described above consider each pair of argument
components independently in isolation. However,
we do not annotate pairs of argument components
in isolation, but we consider the complete text-flow
and represent the argumentation structure in an an-
notation graph consisting of the argument compo-
nents as nodes and the relation annotations as edges
between them. This means that the annotation of
one entity can influence the annotation of a second
entity. So the measures do not consider the overall
annotation graph structure. For example, in figure 2
both annotators think that the nodes a and b directly
or indirectly support/attack node c which we cannot
capture if we only consider pairs of argument com-
ponents in isolation.

Consequently, we also need a method to calcu-
late the IAA for annotation graphs, considering the
graph structure. To the best of our knowledge, such
a graph-based IAA metric has not been developed
so far. There are approaches in graph theory which
aim at calculating the similarity of graphs. How-
ever, most of these approaches are very complex
because they target larger graphs and a matching
of the nodes is required (which is not necessary in
our case). Hence, we propose a novel graph-based
agreement measure, which can identify different an-
notations with similar meaning. For example, it con-
siders that in figure 2 both annotators directly or
indirectly found a relation from node a to node c.
Hence, the new measure results in a higher agree-
ment than the standard measures.

The measure determines to what extent graph A is
included in graph B and vice versa (note that relation
types are ignored in this approach). To calculate to
what extent graph A is included in graph B, we av-



erage over the sum of the inverse of the shortest path
distance between two nodes which are connected by
a relation of graph A in graph B:

1
|EA|

∑
(x,y)∈EA

1
SPB(x,y)

EA is the set of edges in graph A with
the elements (x,y) whereas x is the source
and y the target node. SPB(x, y) is the
shortest path between the nodes x and y in
graph B.

We illustrate the process with an example (see figure
2). Starting from graph A (1), we find the two edges
a − c (distance 2 in graph B) and b − c (distance
1 in graph B). Starting from graph B (2), we find
the two edges a − b (distance ∞ in graph A) and
a − c (distance 1 in graph A). So the graph-based
agreement is:

(1) 1
2 ∗ (

1
2 + 1

1) = 0.75
(2) 1

2 ∗ (
1
1 + 1

∞) = 0.5

On average, the graph-based agreement for the
graphs A and B is (0.75+0.5)

2 = 0.625. Consider-
ing (1) and (2) as precision and recall, we can also
calculate F1-Score = 2∗precision∗recall

precision+recall . This measure
has the advantage that it becomes higher for similar
precision and recall values (also called “harmonic
mean”). So in the example from figure 2 the F1-
Score is 2∗0.5∗0.75

0.5+0.75 = 0.6.

5 Results and Discussion

In this section, we will perform both a quantitative
and a qualitative analysis of the annotated argumen-
tative relations and the argumentation structure.

5.1 Quantitative Analysis
We analyze the IAA for the relations identified by
the annotators. Table 2 gives an overview of the
class distributions for each annotator (A1 - A4).
While the distribution of relation distances is quite
homogeneous (about 70% of identified relations are
between adjacent argument components), there are
large differences regarding the number of identified
relations and the distribution of relation types. Es-
pecially A4 found more relations than the other an-
notators. In part, this is due to the fact that A4 anno-
tated only 5 of the 24 documents which had above-
average length. Nevertheless, we observe that A3
found only few relations compared to the other an-
notators, especially of the types sequence and detail

(also in absolute numbers) and annotated most of the
relations as support which is still less than the other
annotators in absolute numbers.

Table 3 presents the IAA for the relations. We get
multi-κ values up to 0.63 considering all distances
d<6, which is a fair agreement considering the dif-
ficulty of the task. We already observed in the indi-
vidual statistics that A3 identified much fewer rela-
tions than the other annotators. This is reflected in
the agreement values which are lower for all pairs
of annotators where A3 is involved. However, an
analysis of the relations annotated by A3 using the
graph-based measure reveals that most of these rela-
tions where also identified by the other annotators:
the graphs by A3 are to a large extent contained in
the graphs of the other annotators (0.63 - 0.68). The
other way round, the graphs by A3 only marginally
contain the graphs of the other annotators (0.29 -
0.41). This indicates that A3 only annotated very
explicit argumentative relations (see section 5.2).

There are only small differences between the
graph-based measure which considers the argumen-
tation structure, and multi-κ which considers each
pair of argument components in isolation. This can
be attributed to the fact that about 50% of all ar-
gument components are in connected graph compo-
nents7 with only two nodes, i.e., there is no argu-
mentation structure to consider for the graph-based
measure.

In contrast, if we only consider graph components
with at least 3 nodes for any pair of annotators, the
graph-based IAA improves by about 0.15 (while the
other measures do not change). This clearly demon-
strates the advantages of our new graph-based ap-
proach for detecting different annotations with sim-
ilar meaning.

Table 5 shows IAA when considering the relation
types. This annotation task requires to decide be-
tween 5 different classes (support, attack, detail, se-
quence, none). The chance-corrected multi-κ values
downgrade by about 0.1. If we consider the indi-
vidual distances (WA measure), we get significantly
lower results compared to considering all distances
together (d<6).

Table 4 shows the multi-κ values for the different

7In a connected graph component, there exists a path be-
tween all nodes (assuming undirected edges).



Annotator Relations Distance between relations
#Sup % #Att % #Seq % #Det % #ALL #d=0 % #d=1 % #d=2 % #d>2 %

A1 45.0 58.8 8.9 11.6 12.0 15.7 10.7 13.9 76.7 51.5 67.2 14.1 18.4 5.9 7.7 5.1 6.7
A2 40.0 43.7 11.5 12.5 26.9 29.3 13.3 14.5 91.7 61.1 66.6 19.3 21.1 6.9 7.5 4.4 4.8
A3 36.5 73.6 3.6 7.2 5.5 11.0 4.1 8.2 49.7 37.7 75.8 8.0 16.1 2.3 4.6 1.7 3.4
A4 54.8 45.7 15.2 12.7 28.6 23.9 21.2 17.7 119.8 82.0 68.4 21.8 18.2 10.0 8.3 6.0 5.0
ALL 44.1 55.4 9.8 11.0 18.2 20.0 12.3 13.6 84.5 58.1 69.5 15.8 18.5 6.3 7.0 4.3 5.0

Table 2: Individual statistics for identified relations (#Sup/Att/Seq/Det = average number of sup-
port/attack/sequence/detail relations per document; #ALL = average number of relations per document; #d = average
number of relations with distance d per document).

Annotators Weighted Average (WA) d<6 Graph-based
APA F1 multi-κ APA F1 multi-κ 1-2 2-1 Avg. F1

A1-A2 0.5030 0.6380 0.4668 0.4681 0.6327 0.5822 0.5102 0.6460 0.5781 0.5607
A1-A4 0.5040 0.6467 0.4421 0.4859 0.6492 0.5988 0.5083 0.7343 0.6213 0.5959
A4-A2 0.5553 0.6855 0.4744 0.5265 0.6873 0.6335 0.5730 0.6069 0.5900 0.5881
A3-A1 0.3776 0.5261 0.3613 0.3693 0.5345 0.4903 0.6285 0.4059 0.5172 0.4795
A3-A2 0.3813 0.5189 0.3388 0.3629 0.5257 0.4767 0.6815 0.3380 0.5097 0.4424
A3-A4 0.3251 0.4690 0.2459 0.3152 0.4782 0.4229 0.6770 0.2868 0.4819 0.3992
ALL 0.4270 0.5559 0.3912 0.4044 0.5683 0.5257 - - 0.5387 0.4984

Table 3: IAA for relation annotation, relation type is ignored (APA = adapted percentage agreement, weighted average
= averaged results for relations with distance 0, 1, 2 and>2, weighted according to their probability; d<6 = agreement
for all relations with a distance d<6; 1-2 or 2-1 (graph-based) = measures how much the annotation of annotator 1 is
included in the annotation of annotator 2 or vice versa).

Annotators multi-κ
d=0 d=1 d=2 d>2 WA d<6

A1-A2 0.5426 0.3346 0.2625 0.1865 0.4668 0.5822
A1-A4 0.4756 0.3868 0.3729 0.2768 0.4421 0.5988
A4-A2 0.5388 0.3349 0.3878 0.2151 0.4744 0.6335
A3-A1 0.4079 0.2859 0.2562 0.1949 0.3613 0.4903
A3-A2 0.4002 0.2234 0.1779 0.1369 0.3388 0.4767
A3-A4 0.2889 0.1397 0.1353 0.1950 0.2459 0.4229
ALL 0.4488 0.2856 0.2488 0.1801 0.3912 0.5257

Table 4: IAA for relation annotation with multi-κmea-
sure for different distances (relation type is ignored).

Annotators Weighted Average (WA) d<6
APA F1 multi-κ APA F1 multi-κ

A1-A2 0.3144 0.4588 0.3784 0.2980 0.4516 0.4742
A1-A4 0.3624 0.5124 0.4105 0.3479 0.5111 0.5153
A4-A2 0.3126 0.4611 0.3546 0.3024 0.4594 0.4911
A3-A1 0.2838 0.4275 0.3341 0.2756 0.4278 0.4299
A3-A2 0.1986 0.3167 0.2535 0.1933 0.3187 0.3615
A3-A4 0.1884 0.3048 0.2065 0.1835 0.3078 0.3335
ALL 0.2699 0.4002 0.3246 0.2582 0.4023 0.4285

Table 5: IAA for relation annotation (relation type is
considered).

distances in detail. As we can see, the agreement
degrades significantly with increasing distance and
even for distance d=0 the values are lower than for
d<6. The reason for this is the high number of non-
relations compared to relations, especially for dis-
tances with d>2.

5.2 Qualitative Analysis

In order to get a better understanding of the reasons
for the partially low IAA, we performed a qualitative
analysis. We focused on support and attack relations
and compared instances annotated with high agree-
ment8 with instances where annotators disagreed.

Relations annotated with high agreement: Sup-
port or attack relations annotated with high agree-
ment can be considered as explicit argumentative re-
lations. We identified different types of argument

8High agreement means that 3 or 4 annotators agreed.

components with explicit incoming support rela-
tions, which are typically marked by surface indica-
tors (e.g. sentence mood, discourse markers, stylis-
tic devices): a claim (expressed e.g. as a rhetorical
question), an opinion statement marked by words
expressing sentiment (e.g. überraschend (surpris-
ingly)), a hypothesis marked by a conjunctive sen-
tence mood and modal verbs (e.g. könnte (could)),
a conclusion or summarizing statement marked by
discourse markers (e.g. daher (therefore)), or a gen-
eralizing statement marked by adverbial expressions
(e.g. gemeinsam sein (have in common)).

Another explicit support relation was annotated
for argument components supporting an observation
that is based on a single piece of evidence; here the
supporting argument component contained lexical
indicators such as konform gehen (be in line with).
Explicit attack relations, on the other hand, appeared



to be marked by a combination of discourse mark-
ers expressing concession (e.g., jedoch, allerdings
(however), aber (but)) and negation or downtoning
markers (e.g. kaum (hardly)). We found negation
to be expressed in many variants, including not only
explicit negation, such as nicht (not), kein (no), but
also (implicit) lexicalized negation, e.g. verbs such
as ausstehen (is pending).

Relations where annotators disagreed: Our
analysis of support relations that were annotated
only by one of 3 (4) annotators revealed that there
are many cases, where the disagreement was due to
an alternation of support and detail or support and
sequence relation. These cases can be regarded as
weakly argumentative, i.e. the argument component
with the incoming relation is not considered by all
annotators as a statement that requires argumenta-
tive support.

We performed the same qualitative analysis for at-
tack relations and found that in most cases either a
concession marker in the attacking argument com-
ponent is present, or some form of negation, but not
both as in the explicit case of the attack relation.

Ambiguity as the main reason for disagree-
ment: One of the main challenges in identifying ar-
gumentative relations on a fine-grained level in sci-
entific publications is ambiguity (Stab et al., 2014).
All the measures used to calculate IAA assume that
there is one single correct solution to the annotation
problem. Actually, we believe that in many cases
several correct solutions exist depending on how the
annotators interpret the text. In our qualitative anal-
ysis, we found that this is especially true for argu-
ment components that are lacking discourse markers
or other surface indicators. For example, the follow-
ing text snippet can be interpreted in two ways:

”School grades have severe consequences for the
academic career of students.(a) Students with good
grades can choose among numerous career op-
tions.(b) According to Helmke (2009), judgments of
teachers must therefore be accurate, when qualifi-
cation certificates are granted.(c)“9

According to one interpretation, there is a relation
chain between a, b, and c (a supports b and b sup-
ports c), while the other interpretation considers a

9Südkamp and Möller (2009), shortened and translated.

and b as a sequence which together supports c (a
supports c and b supports c).

Another source of ambiguity is the ambiguity of
discourse markers, which sometimes seems to trig-
ger annotation decisions that are based on the pres-
ence of a discourse marker, rather than on the se-
mantics of the relation between the two argument
components. A prototypical example are discourse
markers expressing concession, e.g. jedoch, allerd-
ings (however). They are often used to indicate at-
tacking argument components, but they can also be
used in a different function, namely to introduce
counter-arguments. In this function, which has also
been described by (Grote et al., 1997), they appear
in an argument component with incoming support
relations.

Apart from ambiguity, we found that another
difficulty are different granularities of some argu-
ment components. Sentences might relate to coarse-
grained multi-sentence units and this is not repre-
sentable with our fine-grained annotation scheme.
This is illustrated by the following example where
against this background relates to a long paragraph
describing the current situation: Against this back-
ground, the accuracy of performative assessment re-
ceived growing attention recently.

6 Conclusion

We presented the results of an annotation study to
identify argumentation structures on a fine-grained
level in scientific journal articles from the educa-
tional domain. The annotation scheme we developed
results in a representation of arguments as small
graph structures. We evaluated the annotated dataset
quantitatively using multiple IAA measures. For
this, we proposed adaptions to existing IAA mea-
sures and introduced a new graph-based measure
which reflects the semantic similarity of different
annotation graphs. Based on a qualitative analy-
sis where we discussed characteristics of argument
components with high and low agreement, we iden-
tified the often inherent ambiguity of argumentation
structures as a major challenge for future work on
the development of automatic methods.
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2010. Cross-lingual validity of PropBank in the man-
ual annotation of French. In Proceedings of the Fourth
Linguistic Annotation Workshop, pages 113–117, Up-
psala, Sweden.

Douglas Walton, Chris Reed, and Fabrizio Macagno.
2008. Argumentation Schemes. Cambridge University
Press.

Douglas N Walton. 1996. Argumentation schemes for
presumptive reasoning. Routledge.

Bonnie Webber, Mark Egg, and Valia Kordoni. 2012.
Discourse structure and language technology. Natural
Language Engineering, 18:437–490.

Mann William and Sandra Thompson. 1988. Rhetor-
ical structure theory: Towards a functional theory of
text organization. Text-Interdisciplinary Journal for
the Study of Discourse, 8(3):243–281.

Antonio Jimeno Yepes, James G. Mork, and Alan R.
Aronson. 2013. Using the argumentative structure of
scientific literature to improve information access. In
Proceedings of the 2013 Workshop on Biomedical Nat-
ural Language Processing (BioNLP), pages 102–110,
Sofia, Bulgaria.

Seid Muhie Yimam, Iryna Gurevych, Richard Eckart
de Castilho, and Chris Biemann. 2013. WebAnno:
A Flexible, Web-based and Visually Supported Sys-
tem for Distributed Annotations. In Proceedings of
the 51st Annual Meeting of the Association for Com-
putational Linguistics (System Demonstrations) (ACL
2013), pages 1–6, Sofia, Bulgaria.


