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Abstract—With the increase in the sophistication of cyber-
attacks, collaborative defensive approaches such as Collabora-
tive IDSs (CIDSs) have emerged. CIDSs utilize a multitude
of heterogeneous monitors to create a holistic picture of the
monitored network. Nowadays, a number of research institutes
and companies deploy CIDSs that publish their alert data
publicly, over the Internet. Such systems are important for
researchers and security administrators as they provide a source
of real-world alert data for experimentation. However, a class of
attacks exist, called Probe-Response Attacks (PRAs), which can
significantly reduce the benefits of a CIDS. In particular, such
attacks allow an adversary to detect the network location of the
monitors of a CIDS.

In this paper, we first study the related work and analyze
the various mitigation techniques for defending against PRAs.
Subsequently, we propose a novel mitigation mechanism that
improves the state of the art. Our method, namely the Shuffle-
based PRA Mitigation (SPM), is based on the idea of shuffling the
watermarks, so-called markers, which the adversary requires to
successfully perform a PRA. By doing so the whole process of the
attack is disrupted leading to a very small number of identified
monitors. Our experimental results suggest that our proposed
method significantly reduces the impact of a PRA whilst it does
not introduce a trade-off for the usability of the data produced
by the CIDS.

I. INTRODUCTION

Sophisticated and highly tailored attacks, e.g., Distributed
Denial of Service (DDoS) attacks and Advanced Persistent
Threats (APTs), are constantly increasing [14]. To cope with
this, research in cyber-security is moving from isolated secu-
rity solutions such as honeypots and Intrusion Detection Sys-
tems (IDSs) [10] towards more collaborative approaches [20].
Such systems, called Collaborative IDSs (CIDSs), function
by making use of a plethora of monitors, which collaborate
by exchanging alert data, to create a holistic view of the
monitored network [17].

Over the years a number of research institutes and corpo-
rations have deployed CIDSs which publish their alert data
publicly over the Internet. For instance, the DShield [15] and
TraCINg [16] CIDSs belong into this category. In more details,
a glance of such an example of publicly available alert data,
in the TraCINg1 CIDS (developed by us in our previous work
[16]), is given in Figure 1.

1http://www.tracingmonitor.org

These systems, also referred to as cyber incident monitors
or network telescopes, are important for both the research
community and for securing the Internet in general. For
instance, DShield aided in the early detection of the Code-
Red worm [11]. In addition, such publicly available alert data
can assist researchers for their experiments. For instance, alert
datasets are very important for the evaluation of intrusion
detection algorithms and systems.

A lot of research has been conducted with regard to CIDSs
and potential attacks [6]. In particular, a class of disclosure
attacks exists that makes it possible for an adversary to identify
the network location, i.e., the IP address, of the monitors
of a CIDS. These attacks are called Probe-Response Attacks
(PRAs) and can have a significantly negative impact for a
CIDS. For example, an attacker can utilize such knowledge to
either attack the CIDS monitors, e.g., via DDoS attacks, or to
create sophisticated malware that are able to evade monitors
and thus remain undetected for a longer period of time.

In our previous work we have introduced an open-source
framework for the deployment, experimentation and mitigation
of PRAs [18]. Moreover, we have shown that the impact of
such attacks is high and that PRAs can be realistically de-
ployed even from an attacker with low bandwidth capabilities
[19]. Lastly, we proposed a method for the detection of a PRA
based on certain statistical properties as well as a mitigation
mechanism that performs adaptive reporting via sampling the
alert data output of the CIDS.

In this paper, we propose a mitigation technique that at-
tempts to significantly decrease the accuracy of a PRA while
introducing minimal changes to the (publicly available) alert
data output of the CIDS. More specifically, the approach
presented here, called Shuffle-based PRA Mitigation (SPM),
is based on shuffling the various outputs of the CIDS that
can act as watermarks and thus utilized by an adversary. In
contrast to the related work our approach neither reduces
the output of the CIDS nor contaminates the output of the
system (making it unusable). We evaluated our proposal in a
simulation framework, with real-world data from the DShield
CIDS, and the experimental results suggest that the shuffling
mechanism is highly effective against PRAs.

The remainder of this paper is organized as follows. In
Section II, we provide background information for PRAs
by thoroughly discussing how the attacks operate. Moreover,



Fig. 1: Publicly available alert data output in the TraCINg CIDS

Section III, discusses the related work with an emphasis
on existing detection and mitigation techniques. Furthermore,
Section IV proposes and discusses our mitigation method. It
also compares this approach, via a qualitative comparison,
with all existing mitigation techniques. Subsequently, Section
V presents the results of our simulation experiments. Finally,
Section VI concludes this paper and suggests ideas for future
work.

II. BACKGROUND

CIDSs can be classified, with respect to their network
architecture, into centralized, hierarchical and distributed [17].
Each of these classes has its own advantages with regard to the
scalability and the overall accuracy of the CIDS. Regardless
of the utilized architecture it is important, for all CIDSs, that
the monitors that exchange alert data remain anonymous.

PRAs are a special class of disclosure attacks that target
CIDSs which publish their alert data publicly over the Internet.
Even though the majority of such systems, which lie in this
category, exhibit a centralized architecture, e.g., [15], [16],
the applicability of the PRAs is agnostic to the architecture of
the CIDS [13]. The only requirement is the ability to access
the alerts generated by the CIDS. This is usually achieved by
either a web front-end (e.g., similar to Figure 1) or via the
utilization of an Application Programming Interface (API).

PRAs were introduced by Lincoln et al. [8] and were further
analyzed by several researchers, e.g., [1], [2], [12], [13]. In the
following, a summary of the idea of the PRA is given along
with a brief description of the improvement mechanisms that
we proposed in [19]. An overview of the lifecycle of such an
attack is given in Figure 2.

The attack involves several steps, which can be summarized
in the following. The adversary starts a PRA by dividing the
whole IPv4 address space into equally sized groups (for the
sake of simplicity, Figure 2, initially assumes a total of six
hosts divided into two groups). Each group is assigned a
distinct specially crafted watermark, also known as marker.
This implies that every host inside a group will be tagged
with the same marker. A marker can take many forms; for
instance, the adversary can use an uncommon source port to
afterwards distinguish the marker from the responses received
from the CIDS.

Subsequently, the attacker will probe each host with the
respective marker. If a monitor is present among the probed
hosts, it will classify the probe as an attack and notify
the corresponding CIDS server. The CIDS will publish this
incident in its publicly available report. By inspecting the

Fig. 2: Probe-Response Attack (PRA) lifecycle overview [18]

CIDS’s published reports, the attacker can determine to which
group the monitor belongs to (by examining the respective
marker). Afterwards, the adversary carries on with the attack
by sending a large number of probes in the respective address
space.

At a glance, the driving idea behind such a divide and
conquer attack is that the markers can be subsequently utilized
for examining the output of the CIDS and determining whether
it contains signs of the markers or not. In this context, and with
respect to the received output from the CIDS, the attacker can
reduce the probed IP space and repeat the probing steps until
the monitors’ addresses are revealed.

Bethencourt et al. presented a PRA that follows the afore-
mentioned logic, along with algorithms for efficient probing
[2]. In addition, the authors described a variety of adversarial
models with regard to the capabilities of the attacker, e.g., the
available bandwidth. Bethencourt et al. provided results of var-
ious simulations that demonstrate that their PRAs are feasible
within a relatively short time-frame. The trade-off, however,
is the bandwidth. On the one hand, with a network speed of
384Mbits/s, 3 days are required to conduct a complete PRA.
On the other hand, with a network speed of 1.544Mbits/s, 34
days are required.

For PRAs to be practically realized, there is a need for
efficient and rapid Internet-wide probing. The assumption
behind such attacks is that a CIDS utilizes a large number
of reachable monitors that are distributed all over the IPv4
address space. Over the last years, research in this domain
has made important improvements, e.g., [4], [9]. In particular,



Durumeric et al. [4] presented ZMap, a tool for performing
Internet-wide network scanning. ZMap significantly reduces
the required time for an Internet-wide probing, under certain
assumptions, to one hour or less.

In our previous work [18], [19], we made significant im-
provements to the speed of the attacks by utilizing such
state-of-the-art techniques in Internet-wide probing and by
improving the PRAs themselves. In particular we proposed a
generic marker encoding methodology that combines all avail-
able marker values and introduces the concept of checksums.
Checksums solve the problem of noise, i.e., attacks that appear
in a CIDS and are mistakenly interpreted (by the adversary)
as part of the PRA. This is achieved by introducing a small
checksum field inside the marker; eventually, when the attacker
examines the CIDS output, to be considered part of the PRA,
all markers need to comply with the pre-computed checksum.
This mechanism can be implemented with various ways,
including checksum algorithms or even symmetric encryption
mechanisms. For instance, in [19] we utilized the Fletcher
checksum algorithm [5]. The proposed methodology offers
two major advantages. First, via the utilization of checksums
the adversary can reduce the number of repetitions of the
PRA and thus reduce the overall execution time. Second, the
checksum approach efficiently deals with noise, a problem that
had not been efficiently tackled in related work. Our results,
in real-world CIDSs, showed that PRAs can be practically
executed in less than a day.

III. RELATED WORK

The previous section provided the background information
on PRAs. In this section, all the prominent proposed mitiga-
tion techniques that have been identified in the related work
are discussed. Note that the mitigation mechanisms that are
described in this section assume a method for the detection
of a PRA. For this, the reader can refer to our previous work
[19].

A. Hashing and Encryption

As the name implies hashing, in the context of PRA
mitigation, refers to the process of utilizing a hash function
(or a cryptographic approach) to map marker values. By
doing so, the respective parameters become unusable from
the adversaries’ perspective, thus reducing the applicability
of the PRA. This defense mechanism was first proposed by
Bethencourt et al. [2]. An example of the utilization of the
hashing mechanism is shown in the second column of Figure
3. Specifically, in this example the destination port values have
been hashed via the utilization of the MD5 hash function. A
similar approach is encryption; here instead of utilizing a hash
function the defender can instead encrypt a parameter either
symmetrically or asymmetrically.

There are a number of shortcomings with regard to hashing.
First, hashing seriously damages the usability of the dataset
making it unreadable for the legitimate users. Furthermore,
in the case in which the mitigation mechanism is activated
only upon detection of a PRA, the adversary will immediately

realize that the attack has been identified. Similarly, a mali-
cious entity may choose to utilize such knowledge to enforce
the CIDS to perform hashing and thus reduce its usability.
Lastly, when a known hash function (instead of an encryption
scheme such as symmetric encryption) is utilized for a specific
range of integer values (e.g., port numbers) an attacker may
use a rainbow-table like technique to create a database of all
possible values. Correspondingly the adversary can reverse the
hash values. Encrypting the markers can assist for some of the
aforementioned disadvantages but does not offer a solution for
the usability trade-off.

B. Adaptive Sampling

Sampling was first mentioned in [2] and was further im-
proved and analyzed in our previous work [18], [19]. In more
details, the idea behind this mitigation method is that the
CIDS will selectively publish only a sample of the overall
generated attacks whenever it detects the presence of a PRA.
The intensity of the sampling can also be proportional to
the attack intensity [19]. Therefore, the attacker will not be
able to retrieve all the marker probes from the CIDS, which
leads to a reduction of the effectiveness of the attack. Our
simulation results suggested that, by utilizing this adaptive
sampling approach, only the 31% of the total monitors were
detected by the PRA [19]. However, as a result of the sampling
process, there is also a reduction of 62% in the total number
of events that are reported by the CIDS.

The main shortcoming of sampling is the impact that it has
in the usability of the CIDS. That is, the system publishes only
a small portion of the overall alert data. In fact, an adversary
might attempt to exploit this mechanism and perform a type
of a Denial of Service (DoS) attack on the system. Moreover,
the trade-off between effectiveness and usability is not very
satisfying as a 31% PRA success rate is rather high.

C. Other approaches

There have been proposed some additional approaches for
the mitigation of PRAs that, however, require either a dramatic
reduction of the usability of the system or an overwhelming
overhead for the administrators. Hence, the approaches, that
are briefly described in the following, are considered out of
the scope of this paper and thus will not be further discussed.

First, a naive approach for completely canceling the ability
to perform a PRA is by cutting out the feedback loop. This can
be easily done by making the CIDS private, e.g., by enforcing
access control into its contents [2]. Nevertheless, such an ap-
proach completely disregards the benefits of sharing alert data
publicly. Second, another approach is to regularly change the
network position, i.e., the IP address, of the monitors [2]. Such
an approach would effectively tackle the PRA problem but it
would also introduce massive overhead for the administrators
of the system. For instance, in the DShield CIDS there are
approximately 500, 000 monitors, which, in their majority, are
managed by organizations outside DShield. Furthermore, in
many organizations the range of IP address (especially with
regard to IPv4) is very limited. Finally, another method is
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Fig. 3: Example of hashing the destination port marker in the DShield data

the addition of noise data in the CIDS output. Based on the
specifics of the noise data this approach can mitigate the
original PRA [2]. However, such an approach cannot defend
against the more sophisticated PRAs [19] due to the watermark
that is included inside the markers. In addition, this method
contaminates the alert data.

IV. SHUFFLING-BASED PRA MITIGATION

On the basis of the shortcomings of the state of the art, this
section proposes a novel method for the mitigation of PRAs.

The idea behind our proposal is based on the fact that only a
few of the parameters in the publicly available output of CIDS
can be actually utilized as probe markers [18]. These possible
markers can be easily anticipated by carefully examining the
CIDS. For instance, Figure 1 depicts all the output parameters
of the TraCINg CIDS from which one can derive all possible
probe markers (e.g., the destination port).

Based on this observation we propose the Shuffle-based
PRA Mitigation (SPM). In SPM the defender shuffles, i.e.,
changes the positions, of certain parameters upon detection of
a PRA. This concept is inspired by the shell game, a deception
approach that has also been used as a state of the art technique
for achieving anonymity [3]. With our technique we attempt
to bridge the trade-off between effectively defending against
PRAs and, by doing so, reducing the usability of the CIDS.

Fig. 4: Example of the shuffling procedure in DShield data

The shuffling in SPM is stochastic and can be realized via
the utilization of a pseudo-random function. As expected, due
to the stochastic nature of the process and the limited range
of the parameters (e.g., ports can have 65537 possible values)
there will be cases in which the result of the shuffling process
will be the same with the original parameter. However, as it
will be shown in the next section (see Section V-B), only a
very small portion of the monitors can be detected as result of
this. Figure 4, illustrates an example of the SPM procedure in
the case of DShield data when adjusting the destination port
value. Note that for the sake of visual clarity the figure depicts
the shuffling process only for some of the parameters.

The main advantage of the SPM approach is that it requires
minimal modifications in the alert data. Note that as the
data is shuffled, but not altered, global statistics will still be
valid (e.g., creating lists of most commonly attacked ports or
protocols). Moreover, the adversary cannot know if the CIDS
has detected the presence of the PRA and/or whether the
system has activated defense measures. This is not the case
with other methods such as the hashing and the encryption
of the alert data. In addition, as it will be shown in the next
section SPM is highly effective (see Section V-B). Finally,
it is possible to utilize pseudo-random generators of which
the utilized seeds can be shared with trusted users so that
the whole process can be reversible. Note that, this does not
influence the effectiveness or the security of the mechanism
(against the PRA) since the adversary cannot predict whether
the SPM is activated in a certain time-window or not.

We argue that there is a trade-off between defending against
a PRA and maintaining the usability of the CIDS. Therefore,
the respective research challenge is to identify mechanisms
that, on the one hand, disrupt the PRA process while, on
the other hand, introduce minimal or zero overhead on the
operation of the system. The proposed SPM mechanism is a
step towards such a task.

Table I, brings together the analysis of the previous section
with the mitigation mechanism presented here. In particular,
it compares the different mitigation mechanisms presented in
Section III and the SPM with regard to the PRA defense level
and the overall CIDS usability level (after the implementation
of the respective measure). The comparison here is qualitative
and follows the argumentation of the paper. Nevertheless, the
findings of Table I, and specifically with regard to the PRA
defense level, correspond to the simulation results as shown in
the following section. Measuring the usability level of a CIDS,
while deploying PRA defense mechanisms, in an unbiased
manner is a challenging task and is considered out of the scope
of this paper.

Mitigation Technique PRA Defense Level CIDS Usability Level
None ◦ ◦ ◦ ◦ ◦ • • • • •
Non-public CIDS • • • • • ◦ ◦ ◦ ◦ ◦
Hashing or Encryption • • • • • • ◦ ◦ ◦ ◦
Sampling • • ◦ ◦ ◦ • • • ◦ ◦
Noise • ◦ ◦ ◦ ◦ • • ◦ ◦ ◦
SPM • • • • ◦ • • • • ◦

TABLE I: Comparison of different PRA mitigation techniques:
”◦ ◦ ◦ ◦ ◦” indicates the lowest (worst-case) possible value,
while ”• • • • •” the highest (best-case) one



V. EVALUATION

This section presents the evaluation and comparison of our
proposed SPM mechanism with the state of the art.

A. Simulation Setup

For the evaluation of the proposed mitigation mechanism,
we have setup a simulation environment that is similar and
comparable to our previous work [19]. In particular, our
simulation follows the characteristics of DShield [15]. DShield
is one of the largest and most well known CIDSs, reporting
thousands of potential attacks. Along with the DShield char-
acteristics, we also take into consideration previous work in
the area of Internet-wide scanning as our methodology relies
on scanning the entire range of IP addresses exposed on the
Internet.

All the simulations use the following parameters. We uti-
lize a set of approximately 288.4 million responsive IPv4
addresses, as identified in the related work [7], [9]. Within
all these responsive addresses, we set a total of 500 thousand
monitors randomly. This follows the number of monitors that
DShield is utilizing [15]. In addition, as network traffic does
not always reach its destination, we also take into account
a 2% packet drop rate. This drop rate has been observed in
previous work from [4], [7]. Lastly, the simulation utilizes a
low bandwidth of 56Mbit/s, so as to support the potential
bandwidth capabilities of a large number of adversaries.

B. Simulation Results

In the following we provide and discuss the simulation
results in the following order. First, we examine how SPM
performs in general and compare the results with the case
of a CIDS that does not employ any defense mechanism.
Subsequently, we compare the SPM to the two most prominent
defense techniques: hashing and sampling.

Figure 5, depicts a comparison of the SPM technique
compared to a CIDS without any mitigation mechanism. Note
that in this case the number of identified monitors is, in some
cases, larger than 500, 000 as a result of false positives (when
no checksum or low checksum values are chosen)2. Overall,
the attacker can detect all the monitors of the CIDS, without
false positives, by utilizing a combination of 24 marker bits
and 8 bits for the checksum. Moreover, note that the y-axis
uses a logarithmic scale to be able to depict the large amount
of identified monitors.

On the contrary, when the SPM process is activated the
number of detected monitors drops from 500, 000 (i.e., all
monitors) to approximately 100. This translates to a reduction
of 99.98% to the number of (correctly) identified monitors and
hence can be considered highly effective. Moreover, Figure 5
also shows that shuffling is independent of the checksum bit
size that the adversary may utilize.

Figure 6, compares hashing to our shuffling approach. As
expected hashing is superior in the sense that it can completely

2For further details on the false positive (noise) problem and the PRAs the
reader can refer to our previous work [19].

No Mitigation

SPM

Fig. 5: PRA-identified monitors with shuffling (SPM) and
without any countermeasure

stop the PRA. This is the result of hashing the probe markers
and therefore making them unusable for the adversary. Note
that, in our experiments, we assume that the hashing technique
has been applied to the CIDS parameters that are chosen as
markers by the attacker (in this example case hashing was
applied to the destination port parameter).

As discussed in the previous sections, hashing (and similarly
encryption) can be an efficient solution for the mitigation of
PRAs. Nevertheless, this comes with a trade-off between the
usability of the CIDS data and the accuracy of the PRA. As it
was discussed in the previous section (cf. Table I and Figure
3) hashing severely degrades the usability of the system.

SPM

Hashing

Fig. 6: Comparison of the shuffling (SPM) mitigation tech-
nique and hashing

Lastly, Figure 7 compares the SPM to sampling. Note that
similarly to Figure 5, the y-axis uses a logarithmic scale. In our
previous work [19], we have shown that sampling can reduce
the effectiveness of the PRA by around 70%. However, this
implies that around 150, 000 monitors can still be identified
by the adversary. In addition, the usability of the system is
reduced as a result of the sampling process. On the contrary the
SPM significantly reduces the number of identified monitors
compared to sampling, and requires minimal changes to the
alert data output.



SPM

Sampling

Fig. 7: Comparison of the shuffling (SPM) mitigation tech-
nique and sampling

VI. CONCLUSION

Probe-Response Attacks (PRAs) introduce a threat to a
Collaborative IDS (CIDS) by allowing to malicious entities
to detect the network location (IP addresses) of the monitors
of the system. Defending against such attacks is not an easy
task and by examining the related work a trade-off was
identified between successful mitigation and the usability of
the CIDS’s output after the implementation of the defensive
measures. We present a method, namely Shuffle-based PRA
Mitigation (SPM), for defending against PRAs that is based
on shuffling the parameters in the CIDS’s output that can act
as a PRA marker. Our experimental results suggest that the
proposed shuffling mechanism improves the state of the art as
it significantly reduces the accuracy of the PRA with a minimal
modification of the output of the system; thus maintaining its
usability.

With regard to future work we aim on further improving our
shuffling technique with respect to the usability of the CIDS’s
output data. For instance, we envision the utilization of certain
pseudo-random generators, for the shuffling process, for which
the utilized seeds can be shared with trusted users making the
process reversible.
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