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General IntrODUctIOn tO 
secUrIty anD lIabIlIty

This part of the book covers liability in ubiq-
uitous computing (UC). The term liability was 
deliberately chosen for two reasons. Firstly, due 
to the established understanding of common 
terms like information assurance, dependability, 
accountability and the like. Secondly, to provide 
a superseding term for security for ubiquitous 
computing, which—unlike traditional IT securi-
ty—encompasses the following developments: 

1. Absorption of security into information as-
surance, which itself is a more wide-ranging 
area within computer science. 

2. Confluence of IT security with (everyday) 
real word security and liability issues

3. Tradeoffs between confidentiality and trace-
ability. 

The first observation is a general trend in 
computer science, whereas the second and third 

will experience rapidly increasing importance 
in ubiquitous computing specifically. Therefore, 
the first observation will be briefly addressed 
now while the others will be treated in distinct 
sections. 

The reader should note that for each obser-
vation a sound definition is still missing and is 
being discussed intensely within the research 
community. Therefore, we must restrict ourselves 
to the following informal definition: liability 
means IT security for ubiquitous computing, 
including “absorption of security into informa-
tion assurance,” “confluence of IT security with 
real world security/liability,” and reflection of the 
“confidentiality/traceability tradeoffs.”  

Before we discuss “absorption of security into 
information assurance” further, we very briefly 
address security in computer science. 

Security in computer science pursues three 
“classical” goals (also called the CIA triad). In 
terms of data security, these goals are:

1. Confidentiality: Data should not be revealed 
to unauthorized1 parties
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2. Integrity: Data should not be altered by 
unauthorized parties

3. Availability: Data should not be made inac-
cessible by unauthorized parties

Besides data, these goals may concern ex-
ecutables, humans, identities, computer networks, 
and so forth. What exactly may be concerned is 
often determined by a concrete application. 

Orthogonal to the goals above, a number of 
general security measures can be distinguished. 
These measures are achieved by more concrete 
security means (see the chapter “Security for 
Ubiquitous Computing”). A concrete means may 
serve several measures (and goals). The most 
common measures are:

1. Concealment: Ensures access denial for 
unauthorized parties (example means: en-
cryption, access barriers).

2. Authentication: Ensures the correctness of 
claims – often of claimed identity (example 
means: digital signatures).

3. Authorization: Ensures the possession of 
rights, for example the right to read/write/
alter or execute a file.

4. Non-Repudiation: Ensures verifiability of 
elements of (non) actions—often the identity 
of the originator of an action or the details 
of an action.

5. Anonymity (contrary to Non-Repudia-
tion): The identity of an originator of an 
action remains confidential/stays anony-
mous.

6. Non-Observability (contrary to Non-Re-
pudiation): Execution of an action itself is 
not verifiable.

This list deliberately left pseudonymity, that 
is, the use of pseudonyms, aside. We regard the 
use of pseudonyms as a means that allow an entity 
to authenticate against a third party but to (some 
extent) stay anonymous. 

Our first observation, Absorption of Com-
puter Security into Information Assurance, as 
stated earlier, is a trend in computer science to 
broaden the view on security issues. Security in the 
classical sense looks into intentional (malicious) 
causes for malfunctions. Since unintentional 
causes may yield to similar effects and may be 
avoided with similar measures, it is reasonable 
to take reliability, correctness, and safety into 
consideration as well. Reliability aims to protect 
from failures, that is, an unintentional change in 
a component’s behaviour. Correctness makes sure 
there is no design defect present and safety—being 
a fairly new goal—is a measure to protect against 
catastrophic effects and catastrophes as causes. 
Note that classic security together with reliability, 
correctness, and safety is traditionally subsumed 
under the term dependability.

In the context of risk management (i.e., pro-
tection measures for restoring a correct function 
after a malfunction occurs in correlation with the 
generated costs to deploy these measurements) 
dependability has been recently termed infor-
mation assurance. In the context of ubiquitous 
computing, information assurance emphasizes 
the “CIA triad” together with authentication and 
non-repudiation. The reason for this is found in 
the other two observations, namely the confluence 
of computer security with real world security and 
a prevalent conflict between confidentiality and 
traceability. The next section discusses this in 
greater detail.

lIabIlIty In UbIqUItOUs 
cOmPUtInG

Confluence of Computer Security 
with real World security

Ubiquitous computing, in its final stage, will sup-
port virtually everything we do in our everyday 
life. This comes with an extensive penetration of 
computers and embedded systems in everyday 
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objects. Smart spaces will be the norm. As a 
consequence, we will depend even more on com-
puters than today. What we see is a confluence of 
computer security with real world security. Three 
key aspects must be considered:

a. Due to the exponential growth of both 
the number of computers involved in our 
actions and the frequency of independent 
security-related actions, there is a need for 
more scalable security than public key in-
frastructures (PKI) offer. PKI do not scale 
for two reasons. First, UC nodes vary a lot in 
respect of computing power and so forth. On 
nodes with poor resources, PKI-based solu-
tions make use of a shorter key length that 
might be breakable by resource–rich nodes. 
Second, in order to check a certificate’s 
validity, a node needs to ask the certificate 
issuer whether the certificate was revoked 
or not. This can’t be done online and in real 
time for zillions of nodes, zillions of times 
per millisecond.

b. In UC settings, we carry out everyday actions 
supported by computers. Thus, computers 
have to comply with real-world liability is-
sues in all kinds of contexts. In a business 
context, UC enabled transactions need to 
comply with warranty issues, guaranteed 
services, and guaranteed payments as fa-
miliar to the user. Further, compliance with 
legal regulations, for example, obedience of 
privacy protection laws, is required. Finally, 
user actions carried out in a UC world need 
to comply with access control issues as 
deployed in the real word, for example, ac-
cess control to premises, buildings, rooms, 
appliances, or individual operations of ap-
pliances.

c. Another aspect emphasizes the confluence 
of computer security with real world secu-
rity, namely the fact that computers will act 
on behalf of humans and they will interact 
with humans. Thus, computers have to 

reflect natural, humane concepts relevant 
for security, for example, trust, reputation, 
recommendation and the like. We regard 
trust as a key concept here and discuss trust 
in detail in the chapter “Trust and Account-
ability.” Also, human-computer interaction 
(HCI) and ease-of-use become key issues, 
since computers need to convey security 
issues to humans and need to support them 
in taking security-related actions.

In Figure 1, points (a) through (c) are listed 
under “Confluence of comp. security and real-
world security.”

Tradeoffs Between Conflicting UC 
Goals

As computer security and real-world security 
merge, conflicting goals that are present in real life 
among different parties of a society (individuals, 
organizations, society as a whole) have to be bal-
anced in UC as well. For one, an individual’s right 
to have privacy has to be traded off against his 
responsibilities/obligations. As an example, think 
of automated working hours recording based 
on employee tracking. This might be stated in a 
contract between employee and employer and il-
lustrates a typical privacy/responsibility trade-off 
(other terms might be: conceal/reveal trade-off, 
freedom/control trade-off, or autonomy/compli-
ance trade-off).

We give two examples from the past, where 
conflicts have already popped up. With the first 
worldwide recognition of AIDS and the fear of 
a new epidemic, a public debate on how to deal 
with HIV patients’ medical records arose. Should 
a patient’s records remain private or should the 
doctor report his HIV patients? The conflicting 
interests of an individual and the society as a 
whole are obvious. As our second example, we 
state the procedure change in selling prepaid 
mobile phones. While initially it was possible to 
buy prepaid phones anonymously, today, one has 
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to register with a certified ID for a purchase in 
many countries due to the intensive use in orga-
nized crime as a means of making anonymous 
phone calls. 

Summarizing this paragraph, the liability 
challenge in UC with respect to conflicting goals 
is to provide means for adjusting an inevitable 
trade-off to respective cultural, ethical, and juridi-
cal settings—and to its evolution over time [see 
Langheinrich (2001) for a brief history on how the 
understanding of individual’s privacy changed in 
the course of time]. In addition, a chosen trade-
off has to be understandable by users, that is, its 
implications need to be conveyed to the user as 
clearly and simply as possible. 

OvervIeW Of fUrther 
chaPters

As Figure 1 illustrates, we found it inappropri-
ate to turn the key challenges described above 
one-to-one into book chapters. The reason is the 
evolutionary development of scientific methods 
and approaches, which applies to liability like to 
any other scientific field. This means that we have 
to look for sound existing research domains that 
we observe as converging sources for liability 
in UC. In this respect, we found the three most 
important fields to be as follows:

The next three chapters present these fields 
in greater detail. The chapter “Accounting and 
Billing, Guarantees and Contracts” presents ac-
counting and billing as done by telecommunica-
tion companies. We address how contracts are 
settled electronically and how they are enforced. 
This includes a treatment on how far the above-
mentioned privacy/responsibility trade-offs are 
supported today. By looking into guarantees and 
contracts, this chapter discusses how this area 
contributes to the confluence of computer security 
and real world security. 

The chapter “Security for Ubiquitous Comput-
ing” covers security issues by distinguishing three 

typical UC settings, namely mobile computing, 
ad hoc interaction, and smart spaces. The discus-
sion should make the reader aware of the broad 
and varied security challenges and risks present 
in different settings. The risks derive from the 
inherent characteristics present in UC settings 
and the challenges are introduced by typical UC 
resource and infrastructure limitations. Also, this 
chapter includes a brief introduction in computer 
security in general and—based on this knowl-
edge—presents a number of selected measures 
for liability in UC in detail. 

The chapter “Trust and Accountability” is 
split into two parts. The first part covers trust, a 
concept that is familiar to humans in real life and 
helps them to interact in the presence of uncer-
tainty. It outlines how trust can help humans in 
a UC setting as well. The discussion focuses on 
trust modelling and the propagation of trust via 
recommendations. The second part shows how 
accountability can be enforced in the context 
of resource sharing in distributed systems. We 
place the focus on reputation and micropayment 
schemes.

a Precautionary remark

One would wish to see a better coverage of li-
ability in the remainder, but the topic is still in 
its infancy—appropriate means, models and con-
cepts are just emerging. Especially the confluence 
of computer security with real-world security is 
pending since security for UC must first come up 
with appropriate and comprehensive solutions, 
before these can penetrate confluence. As a con-
sequence, the even broader absorption of security 
in information assurance, as stated earlier, must 
be left out for the time being.

In order to recall our discussion on UC liability 
more easily, Figure 1 breaks down liability and its 
coverage within this book in a visual manner.

We conclude this introduction by giving the 
reader pointers to literature that cover security 
in ubiquitous computing. The short list presents 
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a selection of survey work with a focus on open/
unsolved issues and challenges. 
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enDnOte

1 It is obvious that this entails the question: Au-
thorization is done by whom? By the sender, 
by the receiver, or by a third party?

Figure 1. Liability in UC and its coverage within this book
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abstract

Charging for IP-based communications determines the overall term for metering or monitoring, account-
ing, pricing, charge calculation, and billing. These five actions are detailed in this chapter to provide 
a clear view on their interdependencies as well as their relations to distributed computing. Since an 
ubiquitous computing approach does require communication means between all entities involved, the 
provisioning of these communication channels is supported typically by commercial service provid-
ers—covering network, transport, and value-added services. Thus, the legal and contractual relation-
ships between customers and providers as well as technological choices of protocols, mechanisms, and 
parameters define the area of interest here. 
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IntrODUctIOn

Services being offered in a networking environ-
ment may range from traditional network access 
services through to value-added services provided 
by third party providers. The focus in this chapter 
has been placed on Internet and Internet Protocol 
(IP)-based services due to their great importance 
for basic communication as well as value-added 
services. In the case of ubiquitous computing, the 
areas of distributed communications as well as 
distributed computing merge to form an integrated 
approach in which those services mentioned 
provide an integrated portfolio to users and cus-
tomers. As soon as these service providers and 
customers are identified, a contractual relation 
becomes necessary to formulate this contract in 
a legally enforceable manner. These contracts 
cover in general any type of service specification 
to be delivered from a provider to a customer. 
Specifications must be represented in an auto-
matically interpretable manner in Service Level 
Agreements (SLAs) and may include computing 
cycles on a computing cluster, memory in storage 
area networks, value-added Web services repre-
senting business applications, network access, or 
Quality-of-Service (QoS) support, all of which 
showing a possible service guarantee level (if at 
all), numerical values for certain parameters to 
be monitored, and predefined delivery conditions. 
While SLAs for overall Information Technology 
(IT) services in a more traditional sense have been 
established for quite some time, SLAs in a com-
munications and computing environment which 
can be interpreted without human interaction still 
face the problem of being hard to achieve. 

The basis for these SLAs and their enforce-
ment can be found in respective accounting 
mechanisms and protocols, which specify the set 
of essential operations and functions to be offered 
in a network. Note that accounting in this context 
addresses technical accounting questions, and it is 
not focused on financial accounting means. Since 

multiple providers may compete in a market-like 
situation in their service offerings, the need for 
such a technical service differentiation has to be 
complemented with suitable mechanisms which 
enable a service provider to account for these 
services and—optionally—their service usage. 
This type of accounting may serve a number of 
different purposes, such as network management 
supervision, determining resource bottlenecks in 
given topologies, or summarizing resource usage 
in view of subsequent charging. Typically, in a 
distributed computing environment all of these 
purposes are highly relevant, since a steady update 
and change of an existing networking infrastruc-
ture takes place, driven by networking equipment 
vendors, Internet Service Providers (ISP), and 
third party providers offering alternative value-
added services.

Thus, a combination of traditionally pure 
technology-driven enhancements in network 
functionality with more recent economically 
controlled mechanism additions becomes essen-
tial for an operable, efficiently manageable, and 
future-proof communications and networking 
approach. The basics of each of these two fields, 
their application in a highly distributed environ-
ment, and a number of selected mechanisms will 
be laid out in this chapter.

Outline

This chapter on accounting and charging as well 
as guarantees and contracts has been structured 
into five main sections. While key terminology 
is defined first, the section “Technologies and 
Services” provides an overview of relevant tech-
nologies and services, which includes roles, ac-
counting, and contracts. “Charging Approaches” 
extends this view into key charging, sometimes 
termed billing in public networks, covering basic 
charging principles, network and transport charg-
ing, and Web services and value-added service 
charging. Finally, “Future Research Directions” 
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draws conclusions and offers a glimpse into major 
future issues and problems. 

termInOlOGy

A clear and commonly used definition of key 
terms is essential. The list below outlines the 
basic terminology, which covers the most rel-
evant terms related to accounting and charging 
of Internet services. 

• Account: An account is defined as a reposi-
tory which can be used to keep and aggre-
gate accounting information, for example, 
the amount of data volume uploaded or 
downloaded or the number of CPU (Central 
Processing Unit) cycles used.

•  Accounting: Accounting is the process of 
collection and aggregation of information 
on system activities as well as resource 
and service usage, stored in accounting 
records. Accounting has manifold purposes 
and accounting records can therefore serve 
as input for various subsequent processes, 
such as charging, network management, 
traffic management, traffic analysis, trend 
analysis, or capacity planning.

•  Accounting record: Accounting records 
hold the accounting data collected by the 
accounting process.

•  Accountability: Accountability is “the 
quality or state of being accountable” or 
the capacity “to account for one’s actions” 
(Merriam-Webster Inc., 2005).

•  Auditing: “Auditing is the verification of 
the correctness of a process with respect to 
service delivery. Auditing is done by inde-
pendent (real-time) monitoring or examina-
tion of logged system data in order to test 
the correctness of operational procedures 
and detect breaches in security. Auditing 
of accounting data is the basis for after-

usage proof of consumed resources and 
customer charges.” (Rensing, Karsten, & 
Stiller, 2002).

•  Billing: Billing is the process of consolidat-
ing charging information on a per customer 
basis into a bill.

•  Charge: Charge is the monetary value of 
a certain service usage and it is the result 
of the charge calculation for a particular 
service and user.

•  Charge calculation: Charge calculation 
is the process to calculate the charge for a 
particular service usage based on the related 
accounting records and charging scheme. 
Charge calculation maps technical values 
into monetary units.

•  Charging: Charging is used in this section 
as a synonym for charge calculation. In other 
more general cases it has been applied to the 
overall process described from the start of 
the metering process to the writing of the 
final bill. 

•  Charging/Pricing scheme: The charging 
scheme—sometimes termed pricing scheme 
as well—contains the charge calculation 
rules and prices for services, settled by pric-
ing. The charging scheme is used during the 
charge calculation.

•  Charging record: Charging records hold 
the charging data computed during the 
charge calculation process. Call Detail 
Records (CDR) determine an example of a 
dedicated charging record. 

•  Customer: Customer is an entity having a 
business relation with a provider.

•  Guarantee: A guarantee determines a 
formal assurance that a physical product or 
an electronic service will be provided under 
predefined conditions or that it will meet a 
certain predefined specification. 

•  IP flow: An IP Flow is defined as a unidi-
rectional sequence of packets with common 
characteristics between two endpoints. The 
common characteristics typically include 
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source and destination IP addresses, source 
and destination ports and IP protocol num-
ber.

•  Metering: Metering is the process of observ-
ing user and system activities by gathering 
resource and service usage data on network 
components.

•  Pricing: Pricing defines the method that 
a particular role (Application Service 
Provider, Internet Service Provider, or 
Telecommunication Service Provider) ap-
plies to determine the price for a particular 
service. This includes in a fully distributed 
approach the collection of information from 
local resources and/or other roles depending 
on the pricing strategy that is followed by 
the peer.

•  QoS: Quality-of-Service (QoS) defines a 
certain level of performance and quality for 
all types of data communications, which is 
expressed in parameter sets according to 
the special standardization organization 
involved in the respective communication 
system’s approach. QoS shall be measurable 
or, in more recent terms, it may determine 
the perceived QoS of a user in an objective 
manner. 

•  Resource: A resource is a “source of ... sup-
ply that can be drawn upon when needed” 
(Web WordNet 2.0, 2005).

•  Service: A service defines a set of functions 
and capabilities offered by a provider to a 
customer. A value-added service is defined 

as a service, which provides value due to 
extensions of a pure network access service, 
such as an IP access. 

•  Service level agreement: A Service Level 
Agreement constitutes a contract between 
an Internet Service Provider (ISP) or a third 
party service provider and a customer, which 
may be an ISP or a third party provider as 
well, to define legally binding service deliv-
ery specifications and to commit the ISP and 
the third party service provider to a required 
level of service, in case of network service 
to QoS specifications. The specifications 
within the Service Level Agreement can 
be interpreted automatically and require no 
human interpretation.

•  Session: A session defines the use of a par-
ticular service or resource, for example, the 
download of a file or the use of some amount 
of computing power. A session always has 
two session partners, a provider and a con-
sumer.

•  Tariff: A tariff specifies how service usage 
needs to be accounted and charged for. It is 
represented by a specific tariff formula and 
a set of tariff parameters previously agreed 
upon between the service provider and the 
service consumer.

•  User: User is an entity accessing and using 
a service.

As outlined in Kurtansky and Stiller (2005) 
the terminology for charging and accounting used 

Table 1. Correlation of terminology in IP-based networks and 3G mobile networks (Kurtansky & Stiller, 
2006)

IP-based Networks 3G Mobile Networks
Metering Collecting charging information 
Accounting Charging
Accounting records Charging Data Record 
Charging options Billing arrangements, Payment methods
Prepaid/postpaid charging Pre-paid/post-paid billing
Charging mechanism Charging mechanism
Billing and parts of charging Rating (Parts of)
Inter-/Multi-Domain Charging/Billing Accounting
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in specifications for the Internet and for differ-
ent mobile networks, addressing mainly Third 
Generation (3G) releases, looks different. Thus, 
Table 1 outlines in the left-hand column the terms 
used on the Internet and in the right-hand column  
3rd Generation Partnership Project's (3GPP, 2005) 
vocabulary definitions (ETSI, 2005). 

technOlOGIes anD servIces

To be able to define interactions between providers 
and customers, a set of suitable roles and partners 
needs to be determined initially. Additionally, the 
underlying technology in terms of accounting for 
services is essential to understand how accounting 
works, which protocols are in use in the Internet, 
and which accounting models exist. Finally, the 
contractual side is discussed, combining the set 
of roles and relevant accounting parameters to 
ensure that legally binding Service Level Agree-
ments can be constructed. 

roles and Partners

Considerations on contractual agreements, 
guarantees, accounting, and billing in ubiquitous 
computing imply services to be investigated which 
are offered commercially in a (potentially) fully 
competitive environment. This initial position de-
termines the set of relevant roles and key players. 
Accordingly, this section develops the suitable role 
model for commercial service offerings.

The term commercial in this context means 
that service and resource usage need to be com-
pensated. Compensation is often given by means 
of financial resources expressed in a widely used 
currency, turning the currency into a universal 
intermediary. Resource and service usage, is, 
however, also conceivable as being compensated 
by any kind of accepted value expressed by a cur-
rency that is accepted by contractual parties.

In ubiquitous computing, two distinct service 
(here in terms of an electronic product, thus, em-

bracing the respective economic notion) types are 
of relevance for commercial offerings. Pervasive-
ness requires communications infrastructure to be 
in place, so that the first service type accordingly 
embraces network access. On top of this network 
service, value-added services are offered, deter-
mining the second service type category. 

Commercial service provisioning involves a 
wide range of functional steps besides the pure 
service provisioning phase. These steps comprise 
support mechanisms which are on the one hand 
required by legal determinations (including those 
that are mainly externally imposed, but also self-
regulations) and which constitute on the other 
hand business-critical data. Figure 1 identifies 
these functional steps in the respective applicable 
sequential and parallel order as invoked upon a 
service request received.

Every service is provided and used, while it is 
provided by making use of resources. Accordingly, 
the base service provisioning role model consists 
of three general roles: a service provider, a service 
user, and a resource provider role, which each see 
instantiations specific to assumed circumstances. 
By inclusion of technical and business roles and 
structured based on the general value chain mod-
eling approach (Porter, 1985), Figure 2 shows an 
example mapping of business roles to their cor-
responding value chain components.

Those functional steps as well as those business 
roles visualized in Figure 1 and Figure 2, respec-
tively, need to be specified in further detail in 
order to match a specific real-world environment. 
Accordingly, the main challenges in concreting 
are determined as follows: Functional steps, such 
as auditing, need to be mapped to contractual 
agreements both, in terms of human and machine 
readable form (cf. the sections “Legal Contracts” 
and “Service Level Agreements”). Furthermore, 
these steps have to be technically implemented by 
underlying mechanisms. Regarding role models, 
increased complexity needs to be handled, as a 
role model is required to reflect those various char-
acteristics of an actual cooperation taking place 
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Figure 1. Functional steps invoked upon service request

Figure 2. Example business role to value chain mapping

in a value network that potentially incorporates 
multiple legally independent and geographically 
dispersed organizations, probably even in a global 
context.

metering

Metering is the process of capturing data related 
to network resource consumption, such as band-
width, loss error rate, delay, or jitter. This data 
may further be used for accounting and charging 
purposes, Intrusion Detection Systems (IDS), or 
network planning. Metering data may generate 
inside an active network device (such as a switch or 
router) or passive nodes may be added on network 
links for monitoring all the traffic flowing through 
that link. The node on which the measurement 
process runs, acts as an observation point. 

Depending on the final purpose, metered data 
may be captured with different granularities. The 
granularity required from the metering device 
impacts directly the computing requirements 
the metering device shall have. If an operator is 
only interested in the load of the links within its 

network a few simple counters attached to each 
network link would be enough to achieve this task. 
If, however, the final goal is to feed this data into 
an IDS or to perform usage-based charging more 
advanced and computing intensive mechanisms 
are needed. 

Protocols

Two of the most frequently used protocols for 
retrieving information from metering devices are 
SNMP (Simple Network Management Protocol) 
(Case, Fedor, Schoffstall, & Davin, 1990) and 
Netflow (Netflow Services and Applications, 
2007). 

SNMP is an IETF (Internet Engineering Task 
Force) defined protocol that allows the trans-
mission of management information to/from a 
network device. These protocols enable network 
administrators to monitor and manage network 
performance, find problems within the network 
and plan for network growth. Each network device 
in a SNMP-managed network has a management 
agent that resides on that device. The management 
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agent collects information from different counters 
and configuration parameters of the managed 
device and makes them available to a Network 
Monitoring Station (NMS) via the SNMP pro-
tocol. Typical metering information that may be 
retrieved using SNMP contains interface counters 
(e.g., for measuring the amount of input/output 
bytes and packets on the interface, number of 
errors for input/outgoing transmissions, amount 
of unicast/multicast packets, size of a routing 
table, device up-time). The Real-time Traffic Flow 
Measurement Architecture (RTFM) (Brownlee, 
1999) and the Remote Management Information 
Base (RMON) (Waldbusser, 2006) use SNMP 
for transporting measured data. 

Netflow is a protocol developed by Cisco 
Systems dedicated to collecting information 
about IP traffic. Similar protocols to Netflow have 
been implemented by other network vendors and 
embedded in their routers (cflowd used by Juniper 
Networks or NetStream developed by Huawei 
Technology). Netflow collects information about 
the network flows passing through a network 
device or a network link. A network flow may be 
defined in different ways, but the most typical and 
widely used definition is a unidirectional sequence 
of packets having the following IP header fields 
in common: IP source, IP destination, IP proto-
col, source port, destination port. The collected 
information for a network flow is used to create a 
flow record when the router detects that the flow 
has finished. A wide variety of information may 
be placed in a flow record, but the following is 
present in all flow records: source and destination 
IP address, source and destination port number, 
IP protocol number, number of bytes and packets 
in the flow. Additional information that may be 
included is: timestamps for first and last packet 
observed, Type of Service (ToS) value, TCP 
(Transmission Control Protocol) flags observed 
in the flow, input and output interface number, 
or source and destination Autonomous System 
(AS) number. The IETF standardizes the IP Flow 
Export (IPFIX) protocol (IP Flow Information 

Export, 2007) as the future protocol for trans-
porting flow data. 

Metering High-Speed Network Links 

Most of the traditional IP flow metering mecha-
nisms scale badly when bandwidth is increased, 
mainly due to the decrease of time available for 
processing a single packet (e.g., 4 nanoseconds 
for an Optical Carrier OC-192 link). Sampling 
mechanisms have been designed to reduce packet 
processing work while still achieving a high ac-
curacy of the results (Estan & Varghese, 2002). 

Distributed architectures for metering IP flows 
on high-speed links have been recently proposed 
in Duffield and Grossglauser (2001), Han, Kim, Ju, 
and Won-Ki Hong (2002), Kitatsuji and Yamazaki 
(2004) and Mao, Chen, Wang, and Zheng (2001). 
They aim at the distribution of the flow-processing 
task to multiple nodes. Another direction when 
talking about high-speed link measurements 
is development of dedicated hardware. Endace 
Systems (DAG Cards, 2007) developed hardware 
cards that are specialized for packet capturing. 
The European project SCAMPI (SCAMPI, 2007) 
investigated strategies for monitoring systems 
operating at 100 Gbps and beyond. 

Open Issues and Research 
Challenges

Probably the most critical issue in network-related 
measurements today is metering high capacity 
links. The IETF working group PSAMP on Packet 
Sampling (Packet Sampling Working Group, 
2007) is standardizing mechanisms for network 
elements to sample subsets of packets and to 
transport the sampled data. Another aspect dealt 
with within the IPFIX (IP Flow Information Ex-
port, 2007) working group is the standardization 
of a protocol for carrying flow records. Another 
interesting and still quite open field in network 
measurements is related to Intrusion Detection. 
Performing IP measurements at multiple places 
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within an IP network and correlating these mea-
surement results in order to obtain an overview 
on the overall network health determines an 
important topic to be investigated.

accounting Principles

In order to be able to keep track of and charge for 
the provision and use of services and resources, 
the core function of an accounting mechanism is 
essential. Thus, the main goal of an accounting 
mechanism (in the following called accounting 
scheme) is to ensure accountability (Dingledine, 
Freedman, & Molnar, 2001) by providing func-
tionality that enables keeping track of contribution 
and consumption of resources by service providers 
and users within a particular application. As such, 
accounting can serve as a basis for a charging 
mechanism (cf. the section "Charging Services") 
or be used as a non-monetary incentive to con-
tribute resources and to punish selfish behavior 
like freeloading.

Vital accounting mechanisms are the process-
ing of accounting events describing the amount 
of used resources, the application of respective 
tariffs, as well as the creation and maintenance 
of accounts to store and aggregate the accounting 
information and to keep track of the account bal-
ance. One of the main challenges of an account-
ing mechanism is clearly to bind the accounting 
information to a real identity or making re-entries 
of providers and users under a new identity costly 
and thus unattractive.

Accounting schemes may implement any 
specific type of accounting, from simple local 
or centralized accounting to more sophisticated 
remote or token-based accounting. Individual 
accounting schemes usually fulfill specific re-
quirements with respect to efficiency, scalability, 
and economic flexibility, as well as security and 
trustworthiness, among which there is always 
a trade-off. An overview of the design space of 
accounting schemes is given in the following. 
To generalize the design options, the term peer 

is used as an umbrella term to refer to any entity 
involved in a particular application. A peer may 
act as provider and user for several services at 
the same time.

Local Accounting

With this design option, peers keep accounting 
information locally, for example, based on re-
ceipts that are issued by the counterpart. Local 
accounting scales very well, however, it typically 
features bad security properties, as a peer may 
easily modify accounting information locally, for 
example, by forging receipts. Such a scheme would 
therefore only be suitable in trusted environments 
where security is not important, or for local uses. 
To increase the trustworthiness of local account-
ing, receipts could be signed by both transaction 
partners; however, fraud is still possible through 
collaboration between peers.

Examples for local accounting schemes are, 
for example, the Peer-to-peer (P2P) system 
BitTorrent’s tit-for-tat mechanism (Cohen, 2003) 
or eMule’s credit system (eMule, 2003). A related 
approach is SeAl (Ntarmos & Triantafillou, 2004), 
which creates digital receipts of every transac-
tion and stores them locally. Another possibility 
to increase trustworthiness is to require peers to 
make their local accounting information public 
and auditable as proposed in Ngan, Wallach, and 
Druschel (2003).

Token-Based Accounting

Token-based accounting is similar to local ac-
counting as it stores accounting information in 
tokens which are used by peers in exchange for 
the use of a service and can be aggregated locally. 
Tokens are different from receipts, as they are 
typically issued (and signed) by a trusted token 
issuer, for example, a bank or a quorum of peers 
(cf. Hausheer, Liebau, N., Mauthe, Steinmetz, 
& Stiller, 2003a; Hausheer, Liebau, Mauthe, 
Steinmetz, & Stiller, 2003b). Consequently, to-
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ken-based accounting usually has a high level of 
trustworthiness.

The idea of this approach goes back to Chaum, 
who is regarded as the inventor of eCash, that is 
electronic payments (cf., for example, Chaum, 
1982). One of the main drawbacks of token-based 
accounting is that tokens may be forged or spent 
twice like any other virtual currency. Thus, ap-
propriate mechanisms have to be in place which 
take these problems into account. Double spenders 
may, for example, be punished by being exposed, 
as suggested by Chaum, Fiat, and Naor (1990).

An example for token-based accounting in 
P2P systems is Mojo Nation (Mojo Nation, 2002), 
where tokens are issued by a central bank. Other 
token-based mechanisms designed for P2P sys-
tems are, for example, Token Accounting (Liebau 
et al., 2005), PPay (Yang & Garcia-Molina, 2003) 
or the approach presented in Kamvar, Yang, 
& Garcia-Molina (2003). A related concept is 
the Digital Silk Road (Hardy & Tribble, 1993), 
which has been proposed in the context of agoric 
systems.

Remote Accounting

In contrast to local accounting, remote accounting 
is based on the idea that accounting information 
is held remotely on other peers. Remote peers 
are third party peers, which are typically differ-
ent from the peers currently providing or using 
a particular service that needs to be accounted 
for. Using remote accounting, accounting infor-
mation can be distributed and replicated over 
several peers, which, if designed appropriately, 
can increase the reliability and availability of the 
accounting data. In addition, greater credibility 
or trustworthiness can be achieved when many 
peers are involved in doing the accounting. 

The concept of remote accounting is very 
general and covers several potential subtypes, 
such as central, hybrid, and distributed account-
ing. An overview of the possible variants is given 
in the following.

Central Accounting

This is the simplest form of remote accounting 
and is only mentioned for reasons of complete-
ness. Using this type of accounting, accounting 
information is kept in a centralized place, that is 
on a central server. An example for an approach 
which is based on a central server (trusted third 
party) is proposed in Horne, Pinkas, and Sander 
(2001). Another central solution is GridBank 
(Barmouta & Buyya, 2003) which focuses on ac-
counting for Grid services. Central accounting is 
simple to maintain and control and is thus usually 
highly trusted. However, such central elements 
represent a single point of failure and do not scale 
for a large number of peers.

Hybrid Accounting

Hybrid accounting features the simplicity of 
central accounting, while being more scalable 
with respect to the number of peers. In hybrid ac-
counting a dedicated set of peers (so-called super-
peers) are used to hold accounting information. 
Super-peers are typically peers which are highly 
trusted by a group of peers (clients) attached to 
them. If the size of such a group is limited, the 
hybrid approach scales quite well.

However, appropriate incentives need to be 
given to super-peers to provide the extra account-
ing efforts. For example, every peer may periodi-
cally pay a flat fee to its super-peer covering the 
costs for keeping and updating the accounting 
data. So far, the only accounting scheme which 
is partially based on a hybrid approach is the 
Token Accounting (Liebau et al., 2005). This 
approach uses several super-peers as a quorum 
of trustworthy peers to sign tokens.

Decentralized Accounting

Fully decentralized accounting seems to be most 
promising approach for distributed applications. It 
completely distributes the accounting load over all 
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peers. As all peers are equally involved in doing 
the accounting the scheme scales very well and 
no payments are necessary to compensate for any 
accounting costs.

This approach is, for example, followed in 
Karma (Vishnumurthy, Chandrakumar, & Sirer, 
2003), where the consumer sends an account 
update to the provider, which forwards it to its 
account holder (called bank). The provider’s bank 
then sends the account update to the consumer’s 
bank, in order to request permission to update the 
provider’s account. If this is confirmed, both ac-
counts are updated accordingly, and the two peers 
will be notified about the successful transaction 
so that the service transfer can start.

An important aspect of decentralized ac-
counting is the redundancy of accounts. Non-
redundant accounting describes the case where 
every account is held by only one peer, while 
redundant accounting refers to accounts being 
replicated over several peers. A non-redundant 
accounting approach supersedes the need for 
any synchronization between accounts; however, 
it has some severe drawbacks. If for any reason 
a particular peer goes offline, accounts held by 
that peer would temporarily not be accessible 
anymore. If a peer completely withdraws from 
the network, the corresponding accounting data 
would permanently be lost. In addition, a mali-
cious peer could easily modify and misreport the 
balance of an account it is responsible for. The use 
of redundancy, that is the replication of accounts 
over several peers can increase the robustness of 
decentralized accounting.

PeerMint (Hausheer & Stiller, 2005) uses 
multiple remote peers to store and aggregate ac-
counting information in a trustworthy and scalable 
way. It applies a structured P2P overlay network 
to map accounts onto a redundant set of peers and 
organize them in an efficient and scalable manner. 
Unlike Karma (Vishnumurthy et al., 2003) and 
similar work (cf. Agrawal, Brown, Ojha, & Savage, 
2003; Ngan et al., 2003; Ntarmos & Triantafillou 
2004), PeerMint uses session mediation peers to 

maintain and aggregate session information about 
transactions between peers. This minimizes the 
possibilities for collusion among peers trying to 
increase their account balance without actually 
contributing resources. The scheme is secure in 
that it ensures the availability and integrity of the 
accounting data. However, it does not provide 
confidentiality or privacy, as every peer is, in 
principle, able to access the accounting data of 
any other peer.

Another decentralized accounting approach 
is described in Agrawal et al. (2003). Similar 
ideas are also pursued in the context of Grid 
computing (cf. Thigpen, Hacker, McGinnis, & 
Athey, 2002).

Open Issues and Future Problems

This section has provided an overview of different 
accounting principles existing today, covering 
the complete design space from local to remote 
accounting and from centralized to fully de-
centralized schemes, each with certain benefits 
and drawbacks and suitable for particular use 
cases. However, the use of Internet services in 
a ubiquitous manner will further increase. Cor-
respondingly, scalability will become the major 
challenge that has to be addressed by future ac-
counting mechanisms. 

Thus, new accounting schemes have to be 
developed, which will be able to cope with the 
increased accounting load without compromis-
ing on the accuracy. As discussed above, fully 
decentralized accounting schemes are the most 
promising approach to store and aggregate ac-
counting information in a scalable and accurate 
manner. However, in terms of efficiency decen-
tralized accounting mechanisms still lag behind 
centralized schemes due to a quite high com-
munication overhead. By further optimizing the 
communication of emerging fully decentralized 
accounting mechanisms, the efficiency of these 
schemes can be enhanced without reducing their 
scalability.
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accounting Protocols

Accounting protocols provide means to transfer 
accounting data on service and resource usage, 
enabling a commercial service provisioning. AAA 
(Authentication, Authorization, and Accounting) 
protocols enable additionally the communication 
for user authentication and authorization of service 
access and resource usage. In the following sec-
tions an overview of the most relevant protocols 
are provided.

RADIUS

The Remote Authentication Dial In User Service 
(RADIUS) protocol (Rigney, Willens, Rubens, & 
Simpson, 2000) was introduced to support user 
authentication in dial-up and terminal server 
access services, and it is the most widely used 
AAA protocol in IP networks. RADIUS is a cli-
ent-server based protocol. Network components 
requiring AAA support, like a Network Access 
Server (NAS), operate as RADIUS clients. They 
request authentication and authorization from the 
RADIUS server and act according to the response 
of the server. RADIUS servers are responsible 
for authenticating the user, authorizing the ser-
vice request, and informing the client about the 
result. Requests are forwarded in general based 
on realms, which are administrative domains 
users belong to. RADIUS servers can operate as 
a proxy, forwarding requests to another server 
if they cannot satisfy the request locally. In this 
case, the server acts as a client toward the other 
server. This allows a chain of servers with a 
more flexible configuration. Request forwarding 
is commonly used in roaming scenarios, where 
two or more administrative domains are involved 
in the service provisioning. RADIUS accounting 
(Rigney, 2000) extends the protocol with the sup-
port of accounting record transfer. 

Diameter

The Diameter protocol (Calhoun, Loughney, 
Guttman, Zorn, & Arkko, 2003) considered as 
the next generation AAA protocol, is a flexible 
AAA protocol, consisting of the Diameter base 
protocol and various Diameter applications. 
The base protocol defines Diameter entities and 
specifies the message format together with com-
mon functionalities, including Diameter message 
transport, capability negotiation, error handling, 
and security functions. Diameter applications en-
able the flexible extension of the protocol, defining 
service-specific commands and attributes. 

Diameter clients such as a NAS (Network At-
tached Storage) device are components perform-
ing access control and collecting accounting data. 
Diameter servers are responsible for authentica-
tion, authorization, and accounting in a particular 
realm. In contrast to RADIUS, Diameter allows 
also server-initiated messages, that is, any node 
can initiate a message. In that sense, Diameter is 
a peer-to-peer protocol. Thus, the server can, for 
example, explicitly instruct the access device to 
terminate the service of a certain user. Besides 
Diameter clients and servers, the protocol provides 
explicit support for agents which can be used to 
make message routing and message processing 
more flexible. A Diameter agent provides either 
relay, proxy, redirect, or translation services.

Accounting support in Diameter was consid-
ered from the design on and the base protocol 
includes basic accounting support. The accounting 
process is organized in sessions, where sessions 
provide the means to correlate accounting records 
belonging to the same service. Diameter supports 
start, stop, interim accounting records and as well 
as records for one-time events.

To provide reliable data transfer, Diameter runs 
over TCP or the Stream Control Transmission 
Protocol (SCTP). For fail-over purposes Diameter 
nodes maintain a connection with at least two 
peers per realm at the same time. Additionally, 
transport connections are explicitly monitored 
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with watchdog messages to be able to react to 
failures. Messages are sent typically to the primary 
peer, but in case of fail-over they are sent to the 
secondary peer. Diameter explicitly defines the 
use of IPSec or Transport Layer Security (TLS), 
providing hop-by-hop security for secure com-
munication between peers.

Similar to RADIUS, Diameter message attri-
butes are coded in Attribute-Value-Pairs (AVP), 
enabling the transfer of any kinds of parameter in 
a common representation format. In RADIUS the 
number of possible attributes is limited to 255 due 
to the 1 byte long attribute type. In Diameter the 
AVP code is extended to 4 byte length to provide 
enough space for future attributes. Additionally, 
different flags are assigned to AVPs, indicating 
encryption, mandatory, and vendor-specific AVPs. 
Additionally, grouped AVPs, consisting of several 
other AVPs, are supported. Diameter enables the 
definition of new protocol commands and AVPs in 
a flexible manner, building Diameter extensions 
in the form of Diameter applications.

There are several Diameter applications ex-
tending the protocol with application specific at-
tributes and messages. The network access server 
application (Calhoun, Zorn, Spence, & Mitton, 
2005) provides the extension for network access 
services. It defines authentication, authoriza-
tion, and accounting messages and attributes for 
network access environments. It derives several 
AVPs from RADIUS to provide interoperability. 
The Diameter Extensible Authentication Protocol 
(EAP) application (Eronen, Loughney, Gutt-
man, Zorn, & Arkko, 2005) specifies Diameter 
messages and AVPs necessary to support EAP 
based authentication. The Diameter mobile IPv4 
application (Calhoun, Johansson, Perkins, Hiller, 
& McCann, 2005) provides AAA functionality 
for mobile IPv4 services, combining mobile IPv4 
components and the Diameter AAA infrastruc-
ture. The Diameter credit-control application 
(Hakala, Mattila, Koskinen, Stura, & Loughney, 
2005) specifies an extension for real-time credit-
control, required in prepaid scenarios.

IPDR

The Internet Protocol Detail Record Organization 
(IPDR.org, 2007) is an open consortium devel-
oping specifications for a common usage data 
representation and exchange format for IP-based 
services. The IPDR reference model (IPDR.org, 
2004a) is divided into three layers. The network 
and service element layer includes the network 
and service elements required for the IP-based 
service provisioning. The mediation layer has 
an interface to the network and service element 
layer and to the business support system layer 
and it contains the components responsible for 
the collection of usage information. The Business 
Support Systems (BSS) layer provides business 
operation functions of a provider like customer 
care or billing. The BSS comprises all systems 
and functions that are required for the business 
processes of a commercial enterprise. The BSS 
also exchanges settlement data with foreign BSSs 
either directly or via a clearinghouse. The model 
does not define the physical deployment of these 
entities in a network environment. 

To support a flexible and extensible service 
specific accounting data representation, IPDR 
defines the IPDR document (IPDR.org, 2004a, 
IPDR.org, 2004b, & IPDR.org, 2004c), which is 
a unified data scheme in Extensible Markup Lan-
guage (XML) format. The IPDR document enables 
the integration of any kind of service specification. 
There are common document formats specified 
for some well-known services, for example, usage 
information for Voice-over-IP (VoIP) service is 
specified in IPDR.org (2004d). In order to make 
the IPDR document transmission more efficient, 
accounting data can also be represented in the 
XDR (eXternal Data Representation) format. 
The IPDR XDR format (IPDR.org, 2004b) is a 
compact, binary representation of IPDR XML 
documents. 
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Further Accounting Protocols

The Terminal Access Controller Access Control 
System (TACACS+) protocol (Finseth, 1993) is 
an AAA protocol developed by Cisco Systems. 
It supports reliable transport of AAA messages 
over TCP, which makes it resistant against packet 
loss. The protocol supports start, stop, and interim 
messages for accounting purposes. Regarding 
security the protocol provides hop-by-hop au-
thentication, integrity protection, and message 
confidentiality.

The Simple Network Management Protocol 
(SNMP) (Case, Mundy, Partain, & Stewart, 2002) 
is widely deployed in intra-domain management 
applications. It can be used to collect accounting 
data typically by polling network equipment in 
regular intervals. It supports the transfer of ac-
counting records in the form of SNMP Manage-
ment Information Base (MIB). But SNMP-based 
accounting has limitations in terms of efficiency 
and latency. Additionally, SNMP has security 
deficiencies and problems in inter-domain de-
ployment. 

The Common Reliable Accounting for Net-
work Element (CRANE) protocol (Zhang & Elkin, 
2002) is another protocol to transfer accounting 
records. The protocol uses reliable transport 
protocols, that is TCP and SCTP, and applica-
tion layer acknowledgments as well. A client 
can have several simultaneous connections to 
different servers, which enables fail-over in case 
of server failure. Security can be supported by 
IPSec (IP Security) and TLS. The accounting data 
transmission and representation format is based 
on templates, which can be negotiated between 
client and server. The use of templates enables an 
efficient and compact data transmission.

Next Steps in Accounting

Accounting protocols have been developed 
and used in IP networks for a long time. At the 
beginning the focus was on network access 

services within a single provider domain and 
accounting protocols supported mainly network 
access related parameters—like session dura-
tion, NAS identifier, NAS port—and IP traffic 
related parameters—like number of bytes, num-
ber of packets transferred. With the conversion 
of communication networks, IP has become the 
network technology for all kinds of networks. 
More complex IP-based service infrastructures 
are emerging, providing content and value-added 
services as well. 

This results in the core requirement for service-
oriented accounting and not only accounting for 
bits and bytes. Therefore, future accounting pro-
tocols should be able to transfer service-oriented 
accounting records and should provide a flexible 
accounting record format, since new services will 
appear frequently. Accounting record formats 
based on XML, for example, IPDR records, and 
the AVP format of the Diameter protocol fulfill 
this requirement. Additionally, the multi-domain 
aspect, like in Grid networks (cf. the section “Ac-
counting Models”), becomes more important, 
since services are provided over several provider 
domains. Therefore, accounting protocols shall 
support inter-domain interactions. 

Because of increasing network link speed 
and network traffic, a decentralized accounting 
approach and accounting record processing might 
become necessary, determining new challenges. 
Since mobility will further evolve in IP networks, 
accounting protocols should also become mobil-
ity-aware. Additionally, accounting protocols 
should support prepaid services (cf. the section 
“Charging Approaches”) in the future, because 
of the high popularity of prepaid charging.

Accounting Models: AAA and A4C

The AAA Architecture (Authentication, Authori-
zation, and Accounting) (De Laat, Gross, Gom-
mans, Vollbrecht, & Spence, 2000) covers a highly 
effective approach to integrating authentication, 
authorization, and accounting into a common ar-
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chitecture. This has been extended to achieve the 
A4C Architecture, which additionally includes, 
besides traditional AAA functionality, Auditing 
and Charging functionality. An important aspect 
of commercial service provisioning is the inter-
action of A4C infrastructure of different service 
providers or network operators.

In detail, Authentication refers to verifying 
a user’s identity. The authentication will allow 
later mapping of service usage information to 
individual users. Figure 3 shows an example of 
an authentication process. For the mobile terminal 
to use the access network, the NAS (Network 
Access Server) needs to know the identity of 
the user or the device that wants to attach to the 
network. Using an access link protocol (such as 
PANA (Protocol for Carrying Authentication 
for Network Access) (PANA Working Group, 
2007) credentials may be encapsulated and sent 
to the AAA Server via NAS. Depending on the 
credentials given, the AAA Server may instruct 
the NAS to allow or deny user’s access.

During the authorization process a user is al-
lowed or denied access to the service he requested. 
Authorization typically relates to the service to be 
provided, so the IETF AAA architecture defines 
ASMs (Application Specific Modules) to be con-
tacted for deciding whether a user will or will not 
be allowed to access a specific service.

Accounting is the process of collecting service 
usage information. This information usually gen-
erates during the metering process (see the section 
“Metering”). According to the AAA architecture 
the accounting information is sent by an account-
ing client to an AAA server. In mobile scenarios, 
multi-domain AAA communication is required. 
The IETF AAA architecture allows inter-domain 
AAA interactions by placing an AAA server in 
every administrative domain. Figure 4 shows an 
example of a multi-domain AAA communica-
tion. The Mobile Node which is a client of Home 
ISP may attach to the Foreign ISP’s network if 
a trust relationship exists between the two ISPs. 
Authentication, authorization and accounting 

requests will be relayed by the foreign ISP’s AAA 
server to the AAA server of the home ISP. Based on 
the existing trust relationship, the authentication 
and authorization performed by the home AAA 
server may be applicable in the foreign domain 
by the foreign AAA server. The foreign AAA 
server may also make local authorization deci-
sions (e.g., even if the user would be authorized 
to use a certain amount of bandwidth in the home 
domain, while he is visiting the foreign domain 
he may have other bandwidth limitations). 

The A4C approach determines an extension to 
the generic AAA architecture by incorporating 
SLA auditing as well as charging functions. This 
concept has been developed in several European 
projects such as Moby Dick (2007), Daidalos 
(2007), and Akogrimo (2007) as well as industry 
projects such as DAMMO (Eyermann, Racz, 
Schaefer, Stiller, & Walter, 2006). 

Decentralized Accounting

As introduced in the section “Accounting Prin-
ciples,” decentralized accounting implements the 
idea of holding accounts on several remote, that 
is, third-party peers. Figure 5 defines the case 
of decentralized redundant accounting as used 
in PeerMint (Hausheer & Stiller, 2005). In this 
model two types of accounts are distinguished, 
session accounts and peer accounts. While session 
accounts are used to keep accounting informa-
tion within a particular session, peer accounts 
aggregate information from several sessions, 
for example, the total amount of data volume 
uploaded and downloaded by a particular peer. 
Peer accounts may also be used to keep informa-
tion about a peer’s reputation or trustworthiness 
based on its behavior in the past, such as cheating 
or running a malicious attack.

Both session and peer accounts are held by 
several independent peers. For every session there 
is a corresponding tariff. Its main purpose is to 
specify how service usage needs to be accounted 
for. As such it is used to process accounting events 
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Figure 3. Authentication

Figure 4. Multi-domain AAA interaction

which are generated by the service instances 
running on both the provider and the consumer 
side of a session. It depends on the tariff applied 
when and by how much the balance of a particular 
session or peer account is updated. Based on the 
result of a tariff evaluation, a generic balance 
update is created and forwarded to a particular 
account. Note that the term balance update is used 
rather than charge to make clear that this does not 
necessarily imply a monetary payment. 

Provider and consumer peers involved in a ses-
sion send their balance updates to a redundant set 
of session mediation peers which are responsible 
for holding the session account for the current 
session (1). Each session mediation peer checks 
if the two peers agree and updates the session 
account accordingly. Whenever a session account 
triggers a peer account update, the mediation 
peers send a balance update to the peers holding 

the respective peer accounts (2).
The two phases may be repeated several times 

independently. To overcome Byzantine failures 
(Lamport, Shostak, & Pease, 1982), the resulting 
account balance is agreed upon using majority 
decisions. Only if the majority of mediation peers 
report the same balance update, the peer accounts 
will be updated. Whenever a peer goes offline or 
permanently withdraws from the P2P network a 
new peer takes over its task. The new peer (shown 
as dashed circle) obtains the current balance from 
the other account holders.

Grid Accounting

The latest Grid research focused primarily on 
the accountability of Grid services from a tech-
nical perspective and on a metalevel of Virtual 
Organizations (VO). VOs are seen as the ap-
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propriate organization model representing Grid 
infrastructures that allow for Grid service provi-
sioning across administrative domains. There are 
many existing grid accounting models. The most 
prominent ones are APEL (Byrom, Walk, & Kant, 
2005), DGAS (Anglano, Barale, Gaido, Guarise, 
Patania, Piro, Rosso, & Werbrouk, 2006), GASA 
(Barmouta & Buyya, 2003), GRASP (GRASP, 
2006), GSAX (Beardsmore, Hartley, Hawkins, 
Laws, Magowan, & Twigg, 2002), MOGAS (Lim, 
Thuan Ho, Zhang, Sung Lee, & Soon Ong, 2005), 
and Nimrod/G (Barmouta, 2004). All those exist-
ing approaches either provide for mechanisms for 
handling resource usage records or offer a usage 
tracking service.

When considering commercial Grid services, 
however, economic and financial principles need 
to be respected in Grid accounting. This means, 
for instance, that actual costs have to be allocated 
to the resource usage of a service. Since VOs are 
based on the concept of resource virtualization, 
complexity in service provisioning is increased 
due to the inherent need for the management of 
heterogeneous systems and diverse resources 
located in different service domains. These facts 
demand a Grid accounting approach based on ac-
countable units that reflect accepted accounting 
systematics, thus addressing the apparent gap of 
already existing accounting models. Accordingly, 
such accountable units are the key means for 
bridging the respective notions of financial and 
technical (Grid) accounting. They represent the 
relevant set of base building elements applicable 
to every Grid service. This means that every Grid 
service can be composed from these accountable 
units, whereas not all elements need to be used in 
a given service. They embrace four basic hard-
ware functionalities, namely processing, storage, 
transferring, and output.

The accounting model introduced in Göhner, 
Waldburger, Gubler, Dreo Rodosek, and Stiller 
(2007) allows any service provider in a VO to 
calculate costs incurred when providing one 
specific service request. The model relies on two 

well-known accounting systems. On the one hand, 
it uses the Traditional Cost Accounting System 
(TCAS). In TCAS, cost elements originating from 
financial data are allocated in a first step to cost 
centers and in a second step to cost objects. This 
is where the presented accountable units come 
into play. With that, TCAS determines for the 
accountable units of a given service the corre-
sponding cost rates. On the other hand, Activity 
Based Costing (ABC) (Kaplan & Bruns, 1987; 
Kaplan & Atkinson, 1998) is used. It is driven by 
the concept of activities. Cost objects are perceived 
to consume activities, whereas activities consume 
resources, which are seen as the cost driving event. 
These costs are assigned to cost objects not by 
the use of rough percentages (as is the case in 
TCAS) but rather by identified cause-and-effect 
relationships. Figure 6 gives an overview of the 
accounting system and illustrates the central role 
of its accountable units.

ABC is highly flexible in terms of configurabil-
ity and applicability. Activities can be defined with 
the desired level of abstractions so that activities 
(composed from the basic accountable units) form 
in several rounds of abstraction the components 
of a complete IT product. Flexibility, however, not 
only holds a chance for fine-granular configuration 
of the accounting systematic but also for a risk of 
inefficiency. The process of accounting itself is 
costly itself. Thus, the most difficult task is to find 
the appropriate level of abstractions needed—in 
particular with respect to the number of account-
able units used—in order to model Grid services 
with the help of the accounting model.

leGal cOntracts

Legal contracts are in their very essence promises 
that are given in exchange with a corresponding 
value. There are various types of contracts which 
differ in some fundamental aspects, such as the 
governing legal determinations to be compliant 
with. For instance, different contracts may require 
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Figure 5. Decentralized redundant accounting in PeerMint 

different levels of formality (oral or written form). 
Similarly, contracts under private law need to be 
differentiated from contracts under administra-
tive law, since they are based on other principles, 
which leads to potentially conflicting assumptions. 
In the case of private law contracts, those basic 
principles embrace—in terms of a non-compre-
hensive list—the following rationales:

•  Good faith (bona fides) assumes that con-
tractual parties act honestly according to 
their respective knowledge. Good faith 
prevails for contracts under private law, 
whereas contracts under administrative 
law recognize the corresponding principle 
of legal certainty.

•  Pacta sunt servanda means that contracts 
are legally binding. This results in the un-
derstanding of obligations that are incurred 
when concluding a contract. Accordingly, 
contracts typically involve procedures and 
remedies for the case that a contractual term 
was breached.

•  Contracts need to be concluded knowingly 
(scienter) and intentionally. This means on 
one hand that contractual parties have to be 
aware of a contract, while on the other hand, 
contracts require consent from all involved 
parties, so that contracts are perceived as 
negotiated agreements.

•  Incompleteness: Consent is not possible to be 
assumed for a given aspect if the respective 
contractual terms are uncertain or incom-
plete. This aspect is of high importance for 
automated contract negotiations without 
human interaction (cf. the section “Service 
Level Agreements”).

Although the above-mentioned basic principles 
may appear obvious at first, they show some key 
consequences that are fundamental for civil law 
as such. A decision on whether an agreement in 
fact constitutes a contract respecting the full set 
of mandatory requirements is not always taken 
unambiguously. For instance, contractual law 
recognizes so-called quasi-contracts that are 
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Figure 6. Grid accounting model overview (Gubler, 2006)

inconsistent to a certain extent with the principle 
of concluding a contract intentionally.

In contrast to the difficult task of finding an 
answer on whether an agreement can be termed 
contract, the process of contract conclusion is well 
defined. Figure 7 models the contract formation 
process in state diagram form for contracts that 
fall under United Nations law for the international 
trade of goods (UNCITRAL, 1980). The depicted 
automaton visualizes the different possibilities 
available for the so-called offerer (sender of a 
proposed agreement, called offer) and offeree (the 
receiver of an offer, an altered or a counter-offer, 
respectively) in order to consent to or dissent 
from a contract. It includes details on forming a 
contract, whereas it abstracts from the applicable 
specifics of contract termination.

Upon receipt of an offer, the offeree can 
either:

•  Assent fully, which leads to an acceptance 
of the offer, rendering the offer a contract,

•  Assent but alter it in non-material points, 
which leads to an acceptance of the slightly 
modified offer, automatically rendering the 
offer a contract under the new terms if the 
original offerer does not object,

•  Dissent, which leads to rejection of the of-
fer,

•  Reply with a counter-offer which includes 
changes to the original offer that are of mate-
rial nature, leading to final acceptance only 
if explicit consent with the counter-offer is 
received by the original offerer,

•  Ignore the offer, which leads to rejection of 
the offer. For this reason, offers are equipped 
with a time frame in which they remain 
valid.

Material components in this type of contract 
are the respective terms on price, payment, qual-
ity and quantity of the goods, place and time of 
delivery, liability determinations, and settlement 
of disputes (UNCITRAL, 1980).
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During contract negotiation, the user and the 
provider both aim to maximize their respective 
welfare. Thus, if the provider P offers a service 
S with tariff t(S) and cost c(S) to the user U with 
utility function u(S), the user attempts to alter the 
offer of S so that his welfare:

w(U) = u(S) - t(S)   (1)

is maximized, while the provider attempts to 
make a counter offer with a service S which 
maximizes

w(P) = t(S) - c(S).   (2)

It must be noted that these welfare functions 
do not take transaction costs into account, for 
example, the user’s cost for waiting for an urgently 
required service or the provider’s cost for reserv-
ing resources for the service which could be used 
otherwise are not taken into account. Transaction 
costs force user and provider to negotiate a com-
promise, instead of eternally exchanging altered 
offers and counter offers which maximize their 
respective welfare.

Furthermore, a user may negotiate the same 
service with different providers and choose the 
one offering him the highest welfare. Thus, in 
order to maximize the welfare within a service 
market with many participants, more complex 
pricing mechanisms, such as the Vickrey Welfare 
Procurement Auction (VETO) (Gerke & Stiller, 
2005), have to be employed, in order to maximize 
the social welfare of the overall service market and 
to allocate services and service welfare fairly.

service level agreements

A Service Level Agreement (SLA) is a repre-
sentation of a contract which specifies the terms 
of service delivery in such a way that it can be 
interpreted automatically. This implies that the 
information within an SLA does not require hu-
man interpretation, as the normal contract does 

(cf. the section “Legal Contracts”). The informa-
tion within an SLA must enable service user and 
service provider to carry out their tasks during 
service usage and service delivery, respectively. 
Thus, every piece of information contained within 
an SLA belongs to one of two groups:

1.  Information related to service delivery itself, 
that is, how it is delivered and used.

2.  Information related to the accounting, charg-
ing for and payment of the service.

The information related to service delivery is 
listed in the following:

•  Identities: The service user and the service 
provider must be specified through unique 
identifiers.

•  Service functionality: The SLA must de-
scribe the functionality of the service, for 
example, that a video with a specific content 
is to be downloaded.

•  Service parameters: During contract ne-
gotiation, the service user and the service 
provider negotiate service parameters, for 
example, the bandwidth a video streaming 
service will use. These parameters have to be 
specified in the SLA by key/value pairs.

•  Duration: The duration of the service de-
livery phase has to be specified. This can 
happen in different forms, for example, a 
fixed start and end time, a fixed duration or 
even an unlimited duration with a possible 
service abort by either user or provider. 
Terms of duration extension can also be 
specified.

Every service property specified within an 
SLA has a name, which must be unique within 
the service description. Furthermore, its speci-
fication contains a description of the property, 
for example, a description of the functionality 
the property represents. Finally, the specifica-
tion contains possible values of the property, as 
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well as an explanation of what these values stand 
for. For some properties, the values do not have 
any meaning, which is then also specified in the 
explanation.

Furthermore, in order to enable accounting, 
charging, and paying for a service, the SLA has to 
specify the following five types of information not 
directly related to service delivery and usage:

1.  It must specify what information about 
service usage is collected by the service-
using instance and when it is sent to the 
provider.

2.  The tariff must be specified which is used to 
calculate charges according to the informa-
tion received about service usage. Various 
charging schemes can be employed, for ex-
ample, a fixed amount has to be paid for the 
service usage or the amount is proportional 
to the time the service is used. 

3.  A rule must be specified which determines 
when the tariff is applied, that is, when the 
charge is calculated.

4.  The method of payment must be specified, 
for example, bank transfer, credit card, or 
electronic online payment.

5.  Reaction rules and actions can be specified 
which determine how a service provider 
reacts to the payment behavior of the service 
user, for example, the provider might stop the 
service delivery if the user does not pay.

Information about service usage is specified 
in so-called accounting events. For identification, 
every event has a name which must be unique 
within an SLA. The specification of every event 
must contain the specification of a condition when 
the event is sent. Furthermore, every event can 
contain numerous pieces of information about 
service usage at the time the event is sent. These 
pieces of information are called properties, as 

Figure 7. State diagram of contract formation process for contracts governed by United Nations law 
for the international trade of goods (UNCITRAL, 1980) 
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they are very similar to service properties. Analo-
gously, their specification must also describe what 
they represent.

A tariff specification must define an algorithm 
which takes the received accounting events as 
input and returns the charge calculated from 
these events. Thus, the tariff represents a flexible 
QoS promise made by the service provider to the 
service user. The tariff should be specified in such 
a way that when the events show a low QoS, the 
returned charge is also low. For a very low QoS 
or a service which was not delivered at all, the 
tariff can even return negative charges, which 
means that the provider has to pay compensation 
fees to the user.

The tariff application role makes it possible to 
use different types of charging schemes, which 
charge the service user at different points of ser-
vice delivery, for example, prepaid or postpaid 
charging schemes. Various payment methods 
could be used, for example, off-line or on-line 
methods. Finally, the specification of reaction 
rules and actions ensures that a service provider 
can properly respond to a service user which 
does not fulfill the SLA. To this end, an SLA, 
and especially reactions and compensation pay-
ments specified within this SLA, must be legally 
enforceable. Therefore the SLA must be signed 
by both user and provider. The process of creat-
ing and exchanging such a countersigned SLA 
between both user and provider is not trivial and 
can only be completely resolved with the help of a 
trusted third party. This, as well as the duration of 
validity of service offers and their enforceability, 
are discussed in Gerke (2006).

charGInG aPPrOaches

Based on the underlying functions of metering and 
accounting, the path for charging has been opened. 
While this chapter assumes to have pricing models 
in place—good overviews of IP-based pricing 
approaches can be found here—charging forms a 

major part, which is introduced through standards 
and recommendations. It is subsequently applied 
to network and transport services as well as ser-
vices in more general terms. Finally, value-added 
service charging concludes this section. 

charging views, Options, and 
mechanisms

Charging is a highly relevant term in the domain 
considered. Based on the Webster’s Dictionary 
(Merriam-Webster Inc., 2005) “to charge” is 
explained as “to impose or record a financial 
obligation.” Therefore, the concrete mapping of 
this term into IP-based communications leads to 
“charge calculation,” which determines the task 
to calculate the cost of a resource usage by using 
the price for a given resource unit collected in an 
accounting record, which in turn determines a 
particular resource consumption. Thus, charge 
calculation specifies a function which translates 
technical values that are also accounted for into 
monetary units. In turn, the monetary charging 
information is included in charging records which 
are utilized for billing purposes. Since prices 
typically are available for particular resources, 
the use of accounting records and such prices 
allow for a customer-specific charge calculation. 
In general, standards and research work tend 
to agree on a common understanding of tasks 
required for charging. 

As outlined in Stiller (2003) the European 
Telecommunications Standardization Institute 
ETSI (ETSI, 1999) offers a charging definition 
as follows: “Charging is the determination of 
the charge units to be assigned to the service 
utilization (that is the usage of chargeable related 
elements).” Additionally, Karsten, Schmitt, Stiller, 
and Wolf (2000) define the full process: “Once 
these accounting records are collected and prices 
are determined in full pricing schemes on unit 
service, for example, encompassing different qual-
ity levels for services or service bundles, the data 
for an invoice need to be calculated. The process 
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of this calculation is termed charge calculation, 
performing the application of prices of unit ser-
vices onto accounted for records determining 
the resource consumption. Thus, the charging 
function transforms mathematically unequivocal 
technical parameter values into monetary units. 
These units need to be collected, if they appear 
at different locations in the given networking 
environment, and are stored in charging records. 
Of course, accounting as well as charging records 
determine a critical set of data which need to be 
secured to ensure its integrity when applied to 
calculate monetary values or when used to com-
pute an invoice’s total.” 

For ATM (Asynchronous Transfer Mode) 
services the charging process is also termed “rat-
ing and discounting process” (Songhurst, 1999) 
and it is “responsible for the charge calculation 
according to a specific pricing policy and using 
the collected usage data.” Therefore, these charg-
ing mechanisms correlate the service usage and 
calculate the charge the customer is faced with 
after the completion of the service utilization. 
Finally, as outlined in TERMINOLOGY, the 
charging terminology used in specifications for 
different mobile networks is different (Kurtansky 
& Stiller, 2005). 

As defined in the terminology section, the 
charge calculation step calculates the charge for 
a given service consumption based on accounting 
records and respective tariffs defined in the SLA. 
Thus, charge calculation mechanisms are used to 
implement two different charging options.

•  The prepaid charging option defines a way 
in which customers have to be in possession 
of a certain amount of financial units—typi-
cally termed credits or credit points—prior 
to service usage. Periodical credit checks 
during service usage are performed and 
credits are deducted upon the service us-
age. 

•  In case of the postpaid charging option 
service charges are collected from the 

provider’s side for a certain period of time. 
They are debited to the user account after 
that period, typically by sending an invoice 
or charging a credit card.

The two charge calculation mechanisms in 
place differ as follows: 

•  The on-line charging mechanism determines 
the charge calculation process, which has to 
be performed in real-time. This implies that 
the underlying support functions besides the 
charge calculation—especially accounting 
and metering—have to be performed in 
real-time as well. 

•  In case of an off-line charging mechanism 
no fixed time constraints are defined. Thus, 
the processing time of the charge calculation 
may happen at any reasonable time after the 
service usage.

Additionally, hot billing defines a certain type 
of charging support, in which the final and last 
service usage needs to become available in real-
time, such as for a phone bill during check out in a 
hotel. However, it is the operator’s own definition 
of hot billing, such as short time or real-time or 
volume limits for Charge Detail Record (CDR) 
closure as well as priority (3GPP, 2005), which 
diversifies those actual mechanisms required in 
a given networking and service situation. 

Thus, by discussing those two option and 
mechanism combinations in general, a prepaid 
on-line charging scheme (e.g., traditional phone 
card) is as useful as a postpaid off-line combina-
tion (e.g., traditional monthly phone bill), while a 
prepaid off-line charging scheme (e.g., the use of a 
credit card with a signature on the slip only) may 
be possible, but may imply risks, and a postpaid 
on-line charging scheme (performing an on-line 
account check, but not debiting the money) is 
possible, but inefficient and not useful.
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Charging Components: Focus on 
network and transport

Charging may be applied to a number of different 
components within communications. Tradition-
ally, as shown in Figure 8 the transport area in 
grey comprises the access, the connection, and 
usage-based components. On top of those, content 
charging may be in place. While any of these 
components may be considered as a general ser-
vice being charged for—which is described in a 
dedicated form in the section “Charging Services” 
below—the content part has developed in the 
meantime into a more general value-added service 
charging, as discussed in the section “Charging 
Value-Added Services.”

Focusing on the traditional transport, the num-
ber of packet-based approaches—mainly based on 
the Internet and IP—often term this component as 
network charging as well, since the packet deter-
mines the unit of interest and the respective layer 
in the Internet/Department of Defense Reference 
Model has been termed “Network Layer” as well. 
Thus, the access component enables a provider to 
charge for the physical access to a network, such 
as the ADSL (Asymmetric Digital Subscriber 
Line) cable or a WLAN (Wireless Local Area 
Network) access point. 

Typically, the charge itself and the respective 
pricing model will be based on the physically 
available bandwidth or capacity this point of 
presence is able to offer to the user. Therefore, 
this component will be in many cases reflected 
in a flat fee, or a range of flat fees, depending on 
the physical layer characteristics. 

However, a usage-based component can be 
found in many data communications. This de-
termines a pre-defined, measurable parameter, 
which describes the resource usage of a customer 
on top of the physical access. For example, it may 
account for the time the user is accessing the net-
work, where sending or receiving packets does 
not count in terms of volume. Just pure access 
will be accounted for, typically timed between 

an authenticated login and a logout of a user at 
a Network Access Server or an access router. 
Furthermore, an accounting for volume may be 
possible, where the amount of bytes, packets, or 
cells will be metered and utilized to determine 
subsequent charges. 

Of course, these components determine the 
potential for a charging scheme to be defined for 
a given technology. While a provider-centric and 
economic view may prefer all three components 
to be in place, a provider-centric and technology-
driven view may not favor such a complex and 
costly approach. Therefore, a trade-off between 
these two contradicting goals needs to be found. 
Additionally, the customer has to be integrated 
in such a decision as well, if a charging approach 
may become acceptable in a market situation, 
mainly in the sense of offering services and 
charging options, which are incentive-compatible. 
Only a competitive price/quality ratio will enable 
providers to charge for their network services in 
a viable manner. 

charging services

In order to charge for the use of services, several 
sub tasks have to be carried out: The process of 
measuring service usage (accounting), charging 
(applying the tariff specified within the SLA), 
and paying is depicted in Figure 9 and described 
in the following.

1.  During the service delivery and usage, the 
service using instance repeatedly sends 
measurements of the service usage to the 
service user’s charging module. These mea-
surements consist of the service properties as 
observed up to this point of service usage. 

2.  The charging module forwards the received 
information, that is, the accounting record, 
about service usage to the service provider’s 
charging module in an accounting event.

3.  Steps 1 and 2 are repeated throughout the 
service usage phase. How often and when 
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exactly the measurements are made and 
sent, is specified in the SLA.

4.  After the service delivery has been com-
pleted, the service provider’s charging 
module applies the agreed upon tariff to 
the accounting events received and thus 
calculates the charge. It then sends a bill 
specifying this charge to the service user’s 
charging module.

5.  The service user’s charging module has to 
ensure that the bill is paid. After the pay-
ment has been made, it sends a confirmation 
of payment back to the service provider’s 
charging module.

Whenever an event describing service usage 
or service delivery is sent, it follows exactly the 
event’s specification in the SLA, extended with a 
specification of the measurement values and the 
time the event is sent. Furthermore, in order to 
enable the identification of the corresponding SLA 
and to prevent replay attacks, the SLA identifier 
and a running sequence number are included in 
every event. Each event is signed by the service 
user, in order to make it impossible to refute 
the service usage afterwards. Thus, enforcing 
adherence to the SLA by both user and provider 
is restricted to the granularity of service usage 
events specified within the SLAs. Ultimately, 
discrepancies between user and provider can only 
be resolved through trusted third parties witness-
ing the service delivery. However, this approach 

is often more expensive than the service charge 
itself, rendering it unusable. Rather, on the one 
hand, providers will stop service delivery or not 
even start service delivery to users they deem 
non-trusted, because of their past behavior. Such 
information can be gained through blacklists or 
reputation mechanisms. On the other hand, users 
may simply refuse payment for parts of service 
delivery which did not comply with the SLA. In 
turn, if they continuously do this without cause, 
they will end up being blacklisted or with a very 
low reputation.

Every bill a provider sends to a user contains 
the charge for service usage. Furthermore, in order 
to precisely identify the service which the user 
is being charged for, the bill contains the SLA. 
Finally, in order to enable the user to comprehend 
the charging process, the bill contains all events 
which were used within the tariff to calculate 
the charge.

The proof of payment message consists of the 
bill that was paid. Additionally, it can contain a 
declaration by the entity which handled the pay-
ment, for example, a bank that the payment was 
made. Charging and payment does not necessarily 
have to take place only after the service delivery. 
It could also take place before service delivery, 
that is, in a prepaid manner (Kurtansky & Stiller, 
2006), or at intervals during the service delivery, 
for example, by making use of token payments 
such as described in Liebau et al. (2005). Still, 
which method is used for payment and when it 
takes place does not change the general interac-
tions between the modules as described in this 
section, but only the order in which they occur.

Figure 10 illustrates how the five types of 
charging-relevant information contained within 
the SLA (cf. the section "Service Level Agree-
ments") are used in the service charging process. 
The process is started within the charging module 
prior to the start of the actual service delivery. 
From this point on, it repeatedly checks whether 
the tariff application rule is fulfilled. When this 
is case, the tariff is used to calculate the charge 

Figure 8. Components of charging
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for service usage, which is then used to charge 
the service user. The service user pays using the 
payment method specified in the SLA. Then, 
the reaction rules are applied to the behavior of 
the service user, resulting in actions such as a 
continuation of the service, a change of the ser-
vice parameters or a stop of the service delivery. 
Finally, if the service is still running, the process 
returns to its beginning, that is, checks whether 
the tariff application rule is fulfilled.

It is important to note that the process described 
in this section focuses on the normal sequence 
of accounting, charging and paying when service 
user and service provider behave as they should. 
However, since money is involved, there is a 
strong incentive to cheat, for example, for the 
service user to fake measurements, in order to 
receive compensation payments for a correctly 
delivered service. Thus, additional mechanisms 
have to be provided to prevent such cheating or 
make it unprofitable. Such mechanisms are de-
scribed in Gerke (2006) and include a complete 
discussion of possible attacks, as well as counter 
measures such as using witnesses or balancing 
expected revenues of service deliveries against 
expected losses.

 
charging value-added services

Value-added services (VAS) are usually referred to 
as non-core services, offering additional, higher-
level application services to the user in contrast 
to the standard service offering. In the IP world 
VASs include services going beyond standard 
network access and data transport services. In 
the telecommunication world services beyond 
standard voice calls are usually termed as VASs. 
Value-added services include enhanced mes-
saging, multimedia communication, audio and 
video streaming, gaming, and electronic content 
services. Although the charge calculation for 
value-added services is in general the same as 
discussed in the sections “Charging Components: 
Focus on Network and Transport” and “Charg-

ing Services,” charging for value-added services 
might combine charges for related services into 
a single charging record.

Value-added services are offered either by the 
network provider itself or by third-party Value-
added Service Providers (VASP). A VASP might 
be tightly coupled with the network provider 
using its network infrastructure or offer its ser-
vice independent from the network provider. In 
the tightly coupled case, the VASP and network 
provider have a contractual agreement and the 
service is delivered over the network operated 
by the network provider. If VASP and network 
provider are independent, accounting and charge 
calculation are performed separately and the user 
receives separate bills from both providers.

The network provider usually has a special 
role in value-added service provisioning, since 
the service delivery is performed by its network 
infrastructure and users typically access a large 
number of VASPs over a limited number of net-
work providers. If the VASP and network pro-
vider have a contractual agreement, accounting, 
charge calculation, and billing can be delegated 
partially or completely to the network provider. 
This tightly coupled case also allows providers 
to apply more sophisticated charging schemes for 
VASs, incorporating charges both for network 
usage and application usage. The user can access 
services from various VASPs without having a 
direct contractual relationship with each VASP 
and the network provider can prepare in this case 
a single, itemized bill for all accessed services.

The accounting infrastructure (cf. the section 
“Accounting Models: AAA and A4C”) should 
enable metering and accounting data collection 
on the network layer and application layer in a 
multi-domain environment. This implies that 
accounting records originating from different 
service components and different domains should 
be able to be correlated in a single service delivery 
session. Additionally, this enables the support of 
a single, itemized bill.
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Figure 10. Service charging processSince several entities, that is, user, network 
provider, VASP, are involved in the service 
consumption and delivery, as well as in the 
charge calculation process, security measures 
are essential for the accounting infrastructure. In 
particular the secure accounting record transfer 
between domains, providing data origin authen-
tication, integrity, and confidentiality, the secure 
and trustworthy access of VASPs, and billing for 
VASs are of key importance.

fUtUre research DIrectIOns

The Internet as a common platform for various 
advanced services faces constant changes at the 
moment. Almost every month new services pro-
vided on top of the Internet are being introduced, 
from P2P file-sharing and Internet telephony to 
Grid computing services and IPTV (IP Television) 
applications. Moreover, the Internet is currently 

Figure 9. Accounting, charging, and payment
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facing a new challenge that is commonly known as 
the Web 2.0, in which the Web browser is merging 
with the traditional desktop and end-users start 
to become service providers themselves. Thus, 
tomorrow’s Internet will potentially see a radi-
cally different environment where the traditional 
notion of service consumer and service provider 
roles no longer holds.

These new applications and market situations 
will require appropriate new accounting schemes 
and business models to be put in place. While in 
the past, service consumers and service providers 
were clearly two separated roles and the service 
provider typically was a trusted entity when it 
came to charging and billing issues, the new en-
vironment will see these barriers of roles melting 
and the new providers may no longer be trusted. 
Moreover, many new services offered over the 
Internet such as Skype (2007) or Joost (2007) are 
provided completely free of charge by making 
use of the end-users own hardware resources as 
a distribution and management platform. Another 
example of this trend is BitTorrent which requires 
users who download files over this infrastructure 
to participate in the distribution of the files them-
selves in a tit-for-tat manner.

One potential solution to this challenge is to 
come up with new accounting and billing schemes, 
such as the P2P trading scheme sketched in Haush-
eer (2006), that combine the benefits of traditional 
accounting and micro-payment mechanisms 
with emerging barter-trade patterns like the one 
implemented by BitTorrent. These new schemes 
need to take into account that users are able to 
compensate service consumption to some extent 
by providing their own services to other users. 
Based on these new schemes the following new 
types of service traders can be distinguished: 
balanced users, who use more or less as much as 
they provide, over-providers, who use less than 
they provide, as well as over-consumers, who use 
more than they provide. 

The basic idea of such a new scheme is the 
following: as long as a user’s account is balanced, 

that is the difference between service consumption 
and service provision does not exceed a certain 
threshold, the user does not have to pay or get 
paid for services. However, when a user starts 
overusing services and thus exceeds the given 
threshold, the overuse has to be compensated, 
otherwise the user will not be granted service 
anymore. This compensation can then either be 
achieved by providing services or by paying an 
amount of money to another user who has reached 
the threshold in the opposite way. Thus, similarly, a 
user who is under-using services is able to redeem 
the accumulated credit for money. 

Hence, in principle such a scheme supports 
remuneration by providing services to other users, 
but it also allows users to compensate for under 
or overuse through the transfer of money. Note 
that since the money transfer is not bound to a 
single service transaction but rather independent 
from them, such a scheme can aggregate the 
outcome from several service transactions and 
remunerate them together, which will reduce the 
transaction costs.

The core requirement for new service-oriented 
accounting—going beyond the accounting for 
bits and bytes—is a future accounting protocol 
with the possibility to transfer service-oriented 
accounting records. Flexible accounting record 
formats forever changing and new services ap-
pearing frequently determine the second require-
ment. Thirdly, the multi-domain aspect, like 
in Grid networks (cf. the section “Accounting 
Models”), is becoming more and more important, 
since services are provided over several provider 
domains. Furthermore, accounting protocols 
should support prepaid services (cf. the section 
“Charging Approaches”) in the future, because 
of the high popularity of prepaid charging in 3G 
type networks. Last but not least, the increasing 
network link speed and network traffic has to be 
tackled by a decentralized accounting approach 
and a distributed accounting record processing 
might become necessary.
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Additionally, the negotiation of a Service Level 
Agreement (SLA) as well its parameters will make 
sense in some dedicated application cases. This 
negotiation shall be guided by purely economic 
incentives, such as the highest welfare achievable 
(cf. the section “Legal Contracts”). Therefore, 
the investigation of highly scalable, economi-
cally-driven, and technically feasible mechanisms 
determines an urgent need for suitable solutions 
in support of charging and accounting for guar-
anteed services and contracts. 

Finally, since new service providers cannot 
necessarily be trusted anymore, new accounting 
and billing mechanisms have to take into account 
that users may act maliciously by providing false 
accounting records in order to increase their own 
benefit or simply to harm the system. Thus, new 
mechanisms like reputation schemes have to be 
developed and put into place which are able to 
keep track of a user’s behavior in the past in order 
to possibly predict his trustworthiness in future 
transactions. Also, appropriate levels of redun-
dancy need to be applied to compensate for the 
unreliability of individual traders and achieve a 
high robustness of such new schemes.
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