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ABSTRACT 
Trust in Ubiquitous Computing is about finding trustworthy 
partners for risky interactions in presence of uncertainty 
about identity, motivation, and goals of the potential inter-
actions partners. For the integration of users in the selection 
of interaction partners it is not sufficient to provide robust 
algorithms for trust establishment in service provision and 
recommendations, but there is a need for a user interface, 
which allows for intuitive interpretation of the collected 
information about the trustworthiness of the potential inter-
action partners. In this paper, we evaluate three representa-
tions for trust based on collected evidences in a user study. 
The results show that the graphical representation which we 
have developed for our trust model, called CertainTrust, fits 
to the needs of the users. 

Author Keywords 
Trust, User Interface, Recommendations 

ACM Classification Keywords 
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INTRODUCTION 
The main driving force behind the idea of ubiquitous com-
puting is to support humans in their everyday life. Ubiqui-
tous computing environments are expected to be made up 
by a huge number of heterogeneous, loosely coupled de-
vices. Thus, collaboration between devices, e.g., sharing 
information or resources, is an indispensable enabler for the 
evolvement of the potential of ubiquitous computing. Fre-
quent collaboration requires frequent decisions about with 
whom to interact demanding for a non-intrusive way of 
decision making. We favour the approach of selecting in-

teraction partners based on trust, which is built on experi-
ences from past interactions. Although, one may be uncer-
tain about the identity, motivation or goals of its interaction 
partners, direct experiences from past interactions are a 
good indicator whether one should interact with this partner 
another time, or not. Since direct experiences may be rare, 
indirect experiences, as recommendations and reputation 
information, are considered as additional sources of trust 
(see Figure 1). As the main goal is to support users in their 
everyday life, the risk associated with those applications 
can include many aspects. This can reach from wasting 
time, while waiting for the transfer of an information to 
complete, to all kinds of financial and legal implications 
which the usual everyday life task is related to, e.g., when 
buying goods online. 

In our opinion, a trust model has to support autonomous 
decision making, as well as the participation of the user in 
this process. For the integration of the user in the process of 
decision making, as well as the process of trust establish-
ment, it is necessary to provide a representation of trust 
which allows for an intuitive access to the information 
about the trustworthiness of potential candidates for an in-
teraction. In cases in which the user wants to intervene in 
the decision making process the collected information 
needs to be presented in away which allows rapid process-
ing by the user, and supports him in his decision making 
process. In the case, that the user wants to take part in the 
trust establishment process, it is furthermore necessary, that 
the user is also capable of manipulating opinions about the 
trustworthiness in an easily accessible way. 

The remainder of the paper is structured as follows: In sec-
tion 2, we present a scenario motivating trust as a basis for 
collaboration. In section 3, we shortly discuss the related 
work. In section 4, we introduce requirements for a repre-
sentation of trust which is suitable for agents and users. 
Furthermore, we present the three representations, which 
have been evaluated in the user study. Section 5 shows pro-
cedure and the results of the user study. The discussion of 
the results is in section 6. At last, we provide our conclu-
sions. 

 

 
 

NOTE: This paper is a revised version of the paper origi-
nally submitted to ReColl’08. There have been some minor
corrections in the sections USER STUDY and
DISCUSSION. 
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Figure 1: Trust as a well-founded basis for decisions. Main 
influence factors on trust evaluation and (optional) user inter-
vention in the decision making process 

 

SCENARIO 
In this section we introduce a scenario in which trust en-
ables non-intrusive collaboration in an opportunistic net-
work. We present the scenario, as it has been presented to 
the participants of our user study. 

You and your friends are on your way to a soccer match in 
the stadium in Frankfurt. You took your personal device – a 
next-generation mobile phone – with you, as usual. The 
week before, you informed your personal device, that you 
are looking for a certain song (mp3) and that you want to 
buy an mp3 player. While you are moving through the 
crowd in front of the stadium, your device searches (wire-
less) for potential interaction partners, which can offer the 
song or the mp3-player. 

Shortly before the security check, one of your friends meets 
some of his colleagues. Your personal device discovers that 
a member of this group (Dirk) offers the song you are look-
ing for. To reduce the risk of getting a file which is dam-
aged or contains a virus, your personal device collects rec-
ommendations from the mobile devices of your friends, 
who either know Dirk or have had a number of interactions 
with him. As the recommendations are positive, your per-
sonal device downloads the song from Dirk’s device. Af-
terwards, it checks the file for noise and viruses. As the file 
is clean, your personal device generates a profile for Dirk, 
and notes that there has been a positive interaction in the 
context of mp3-exchange. 

This all has been done without your interaction; only after 
the successful exchange, a short vibration of your personal 
device indicates the positive interaction. 

In this scenario the personal device took all decisions by 
itself. But in the case that your personal device only col-
lected a few number of evidences, not sufficient for a 
autonomous decision, it could have notified you. Then, you 
have to decide whether to interact or not. Although in this 
example the risk associated with the interaction is limited, 
in the case that someone offers you a used mp3-player for 
10 EUR, you will be glad about all evidences about the 
trustworthiness of this potential interaction partner. 

RELATED WORK 
Our scenario is motivated by an application, called music-
Clouds [4], which allows for autonomous sharing of music 
files in opportunistic networks. While the basic idea of this 
application is quite similar to ours, this application focuses 
on defining filters for specifying the meta-information of 
the files of interest, but not on the selection of the interac-
tion partner. In [5], Hui et al. argue for the relevance of 
pocket switched networking, focusing on opportunistic 
networking, since there are numerous scenarios in which 
local connectivity might be preferred over an internet-based 
connection, due to bandwidth, latency or costs.  
 
There are numerous trust models which allow the evalua-
tion of the trustworthiness of an interaction partner in dis-
tributed environments [1, 2, 6, 7, 9 - 13]. In this paper, we 
are not focusing on the strength and weaknesses of the algo-
rithms proposed for trust establishment, weighting of rec-
ommendations, and autonomous decision making; instead 
we focus on the user interfaces of those models. The re-
search here is much more restricted than the research on the 
models itself. For trust models, which focus only on trust 
relationships between agents [2, 10, 13], it is sufficient if 
the model has a number-based representation using a con-
tinuous domain. But as it is important for users to feel in 
control of the system, and to check and manipulate the pa-
rameters, there is a need for an intuitive user interface. 
Thus, as proposed in previous work [11], we need one trust 
model supporting both, a representation suitable for agents 
and autonomous decision making, and a representation for 
the users. 

With FilmTrust [3], Golbeck proposed an application in 
which users are able to rate the trustworthiness of their 
friends in a one-dimensional number based interface. The 
main short-coming of this approach, is that users are not 
able to express how certain they are about their judgement. 
Furthermore, when they get a recommended rating for a 
movie, it is also represented as a single value, and thus, not 
stating on how many recommendations the rating is based. 

An approach to model trust to enable collaboration in vir-
tual communities and agent societies, mimicking a human 
notion of trust, is presented in [1]. The model uses 4 labels 
for a trust value (very trustworthy, trustworthy, untrust-
worthy, and very untrustworthy) and a parameter for uncer-
tainty (u+, u°, u-). As the first set of labels seems intuitive, 
the second one is completely arbitrary. There is no expres-
sion, which allows to interpret both values together. A fur-
ther problem of this approach is that the computational 
model, which is used for combining direct experiences and 
recommendations, is not based on a continuous domain, but 
on a discrete one, and thus has to be done based on table 
look-ups rather than on a sound mathematical model. 

In [12], a trust model is presented which allows to map 
numbers to labels using fuzzy logic, but the model is not 
capable of expressing trust and certainty together. 
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As label-based user interfaces are restricted to a small set of 
labels, a general short-coming of those approaches is that 
they lead to very coarse-grained representations. One way 
to overcome this problem is using graphical representations, 
as they can be easily interpreted by users, and allow to for 
an almost continuous representation, leading to a smaller 
loss of information in the user interface. 

A first approach for developing a two-dimensional graphi-
cal representation of opinions about trustworthiness, which 
is also capable of expressing uncertainty in an integrated 
way, is presented in [6]. We will compare this approach 
with ours in the experiment below. 

A slightly different domain which also deals with represent-
ing recommendations based on evidences can be found in 
online recommender systems. Well-known examples are 
eBay (www.eBay.de) and Amazon (www.amazon.com). 
Although these approaches have a simpler way to cope the 
integration of direct experiences and recommendations as 
the models above, both have to cope with the problem of 
representing not only the average of all ratings, but also the 
amount of evidences from which this value was derived. 
Both approaches do not present an integrated way for pre-
senting the rating and the amount of evidences in an inte-
grated way. 

EVALUATED REPRESENTATIONS 
In this section we will shortly introduce the main aspects 
which we identified to be necessary for representing trust 
based on evidences and recommendations. Afterwards, we 
will explain the representations of trust and recommenda-
tions which have been evaluated in the user study. 

Requirements 
In [8], reliability trust is defined as “the subjective probabil-
ity by which an individual, A, expects that another individ-
ual, B, performs a given action on which its welfare de-
pends”. In [9] trust is defined as “a subjective expectation 
an agent has about another’s future behavior based on the 
history of their encounters.” The latter definition is a little 
narrower than the first one focusing on the interpretation 
and manipulation of trust by software agents; but both defi-
nitions go along with the idea to use trust as the basis for 
risky engagements. When trust is derived by interactions 
from past experiences, we see the following main parame-
ters: 

- the relation between the number of positive 
and negative evidences 

- the total number of evidences 

- the derived expectation value about the trust-
worthiness in the next interaction 

There may be further parameters, but for not overloading 
the interface we focus on this small set. For the calculation 
of the expectation value, the user’s attitude and expecta-
tions about the general behaviour of interaction partners in 

this context is a further relevant aspect. At last, when trust 
is not only based on direct experiences, but also on indirect 
ones, the sources of those recommendations become impor-
tant. But this is beyond the scope of this paper. In general, 
we believe that it is necessary to have a trust model, which 
has a number representation based on a continuous domain 
for the interpretation and manipulation by software agents 
(as most of the models in section 3), and a graphical user 
interface which allows intuitive access to the trust informa-
tion by users. In the remainder of this section, we present 
three representations which try to integrate with these as-
pects. 

CertainTrust – Human Trust Interface 
As we focus only on the usability of the representation of 
the trust model by humans, we do not present further details 
on the computational model – how recommendations are 
processed – and the exact mapping between evidences and 
opinions about trustworthiness (for details see [11]). 

The graphical representation of opinions about trustworthi-
ness of an interaction partner (short: opinions) for Certain-
Trust (CT) is called Human Trust Interface (HTI). It is ba-
sically a two-dimensional interface, with the parameters 
trust (value) and certainty (value). 

 trust value t: 

o meaning: How good are the evidences 
from past interactions (and recommenda-
tions) in average? 

o calculated as the relative frequency of 
positive interactions (in relation to the to-
tal amount of interactions) 

o trust value = 0: up to now there have been 
only bad interactions (very untrusted) 

o trust value = 1: up to now there have been 
only good interactions (very trusted) 

 certainty value c: 

o meaning: How certain is the expectation? 

o increases with the ratio between the num-
ber of collected evidences (#ce) and the 
number of expected evidences (#ee) (until 
#ce = #ee) 

o certainty = 0: not any evidences available 
(uninformed / low certainty) 

o certainty = 1: the number of collected 
evidences is equal to the number of ex-
pected evidences 

An additional assumption for this representation is that the 
users can define a number of maximal expected evidences 
per context (e.g., mp3-exchange) (see the number “20” in 
Figure 2). If the number of collected evidences is equal to 
the number of maximal expected evidences, the certainty 
value reaches its maximum, which means the user would 



 

expect the trust value to be a good estimate for the trustwor-
thiness in the next interaction. In our user study we evalu-
ated whether this assumption does reflect reality. The exis-
tence of such a number was supported by answers in our 
user study (see section: DISCUSSION). 

If there is less information available than the maximal 
number of expected evidences, the trust value based on this 
information is not expected to be representative and needs 
to be biased according to the users’ preferences. 

We propose to calculate the expectation value E(t,c) as 
E(t,c) = t *c + (1-c) * f, where f depends on the users pref-
erences or dispositional trust. In Figure 2, as well as in user 
study, we used the value f = 0.5. This corresponds to ex-
pecting unknown interaction partners to be trustworthy in 
50% of the interactions. As long as the number of maximal 
expected evidences is in the range of 10 to 20, this also 
produces similar results as using the mean of a beta distri-
bution f(p|a,b) with a = ‘number of positive evidences’ +1 
and b = ‘number of negative evidences’ +1. But when the 
number of maximal expected evidences is increased our 
expectation value gives more weight to the certainty of an 
opinion. In Figure 2 the expectation value is integrated via a 
red-yellow-green color-gradient: E(1,1) = 1  green  
“trustworthy, E(0.5,0) = 0.5  yellow  undecided, E(0, 
1) = 0  red  untrustworthy.  

If CertainTrust is to autonomously choose between two 
interaction partners, the choice would be for the one with 
the higher expectation value; in the case of equal expecta-
tion values for the one with higher certainty. 

Example: The point “A” in Figure 2 represents an opinion 
which a based on a relative high amount of evidences, 
which in average have been very positive. For the next in-
teraction, CertainTrust would suggest that the interaction 
candidate is “very trustworthy”. 
 

Subjective Logic (SL) – Opinion Triangle 
The second representation uses a triple of parameters to 
represent opinions about the trustworthiness of an interactor 
(b, d, u) (b = belief, d = disbelief, u = uncertainty). For de-
tails on the model see [6]. The relation between these pa-
rameters and the collected evidences can be explained as 
follows:  

 

Figure 2: Example for CertainTrust - HTI 

 uncertainty: depends on the number of collected 
evidences  

o uncertainty = 0: infinite number of evi-
dences collected. 

o uncertainty = 1: not any evidence col-
lected. 

 belief: increases with the relative frequency of col-
lected positive evidences:  

o belief = 1: infinite number of evidences 
collected, which have all been positive 

o belief = 0: not any positive evidence col-
lected (only negative once, if any) 

 disbelief: increases with the relative frequency of 
collected negative evidences:  

o disbelief = 1: infinite number of evi-
dences collected, which all have been 
negative 

o disbelief = 0: not any negative evidence 
collected (only positive once, if any) 

The axes for belief, disbelief, and uncertainty are indicated 
by the corresponding labels at the end of each axis. (see 
Figure 4). The interpretation of the opinion represented by 
A in Figure 4 is similar to the one explained in the example 
presented with CertainTrust. 

This interface does not integrate a representation of the ex-

  

Based on 0.87 

evidences 

Based on 7.76

evidences 

A B 
 

Figure 3: Sample of a setting: Each showing the opinion about the trustworthiness of 2 interactors based on the same evidences 
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pectation value in contrast to the interface of CertainTrust. 
Furthermore, the authors of this interface had not intro-
duced a concept similar to the maximal number of expected 
evidences, but a static relation between collected evidences 
and uncertainty: u = 2 / (# pos. evid + # neg. evid. +2). As a 
result, uncertainty is below 0.1 in case there have been col-
lected more than 18 evidences. In these cases all opinions 
are represented in the lower 10 percent of user interface. 
The uncertainty for an opinion based on 50 evidences is u = 
0.0385, for an opinion based on 100 evidences it calculates 
to u = 0.0196. Due to these little differences in the uncer-
tainty parameter and restricted resolution of the displays, 
the users will hardly be able to recognize which opinion is 
based on more evidences. 

 

Figure 4: Example for Opinion Triangle (SL) 

The Stars Representation 
The interface “Stars” represents the average number of 
positive ratings of interactions as stars in the range of one to 
five stars (in half steps). Additionally, the interface shows 
the number evidences which contributed to the rating. For 
an example and interpretation of the stars see Figure 5 and 
Figure 6. The decimal places in the example of Figure 5 
may originate from weighted evidences from recommenda-
tions. 

 

Based on 9.87 evidences 

Figure 5: Example for the Stars interface 

In the end, this rating does not directly express the trustwor-
thiness of an interaction partner, but it represents an average 
of the ratings, which have been given before. Thus, it can 
be support decisions as the approaches introduced above. A 
difference between the representations introduced before is 
that this interface does not integrate both values (stars and 
number of evidences) to a single value or point, but leaves 
the interpretation up to the user. This makes it harder to 
manipulate opinions, as both parameters have to be manipu-

lated separately. As the Opinion Triangle, this representa-
tion does not integrate an expectation about the trustworthi-
ness in the next interaction. 

1 star: I hate it  

2 stars: I don't like it  

3 stars: It's OK  

4 stars: I like it  

5 stars: I love it  

Figure 6: Interpretation of the stars is taken from Ama-
zon (www.amazon.com) 

USER STUDY 
As pointed out above, we wanted to evaluate how intuitive 
users can interact with those representations. We conducted 
an experiment with three conditions (CT, SL, Stars), corre-
sponding to the three interfaces described above.  

This experiment allowed us to get insight into how good the 
interfaces do support the user in making a decision on the 
trustworthiness of a potential interaction partner.  

We were also interested in how far the decision that would 
be taken by CertainTrust automatically matches the deci-
sions the users took. A good prediction of the user’s choice 
could make user interaction superfluous in cases as pre-
sented in the scenario. 

We did not evaluate how the interfaces perform with regard 
to manipulating opinions, as this was not feasible with the 
Stars interface. We did include the Stars interface as a base-
line as it is already widely used in internet sites on the web. 

Specifically, our hypotheses for the experiment were as 
follows: 

Hypothesis 1: The users will be faster in the CT Interface 
than in the Opinion Triangle (from Subjective Logic) to 
decide on the trustworthiness of interaction partners. In the 
Stars interface, we expected the user to be faster, as they 
were used to this interface. 

Hypothesis 2: The participants’ decisions in the Stars and 
SL interface will be the same as the decision suggested by 
CertainTrust. 

Design 
The experiment used a within-subject factorial design, with 
the interface type as primary factor. Every participant com-
pleted a series of eight tasks with every interface. The task 
was to pick one of two potential interaction partners which 
were displayed in the same interface. The same eight pairs 
in the same order were used for all conditions; however we 
do not expect any carry over effects, as the representations 
are sufficiently distinctive. We did however control for 
learning effects of the general setup by counterbalancing 



 

the order of interfaces between subjects. 
The within subject design does account 
for variability between subjects. 

The study was conducted as an online 
survey, so that participants could take 
part remotely to prevent experimenter 
effects. 

Participants 
Thirty two subjects took part in the 
study. All but one did have prior ex-
perience with online shopping. 4 fe-
males and 27 males completed the study 
(one participant did not reveal the gen-
der). They were in the age range of 21 
to 40 years. Participants were not paid 
for taking part in the study. 

Procedure 
Participants were presented the same scenario as described 
in section SCENARIO. Afterwards they answered a ques-
tionnaire regarding their opinion about the relationship be-
tween trust and evidences. 

The procedure for the experiment was as follows. The inter-
face of the first condition was explained to the subjects. 
They were then sequentially presented with the 8 pairs of 
potential interaction partners (named A and B) using the 
same trust representation. The time they took to decide be-
tween the two marked by a click on a button and the inter-
action partner they preferred was logged for analysis.  

The same was done for the other two conditions, so that 
every user judged on every pair of interaction partners three 
times, once in every interface. In Figure 3 there is an exam-
ple how the same example (setting) is presented using dif-
ferent interfaces. 

Setting Evidences for Interactor 
A 

Evidences for Interactor 
B 

pos. neg. pos. neg. 
1 0.5903 0.2883 1.868 5.8968 
2 1.9294 1.9294 3.8816 3.8816 
3 9.8276 2.0319 0.9623 0.0385 
4 8.7332 2.036 1.9467 8.8225 
5 1.9089 1.9499 8.7332 2.036 
6 2.0119 9.4476 0.4129 0.4328 

Table 2: # Evidences per interaction partner and setting 

For the evaluation we use only 6 of 8 settings, as the num-
ber of evidences presented in the three interfaces was iden-
tical for those (for the numbers see Table 2). As it hard for 
users to distinguish the uncertainty of opinions which are 
based on more than 20 evidences in the Opinion Triangle, 
we restricted ourselves to opinions based on less evidences. 

Results 

Hypothesis 1: 
For the analysis of the first hypothesis we aggregated the 
time the users took for their decisions over the 6 settings 
per model (CT, SL, Stars). The mean times (in ms) per 
model are given in ascending order: 44635.094 (CT), 
46486.250 (Stars), and 74324.250 (SL). The Kolmogorov-
Smirnov test indicated that the data is normally distributed. 
For the further analysis we did one-way repeated measures 
ANOVA: 

Mauchly’s test indicated that the assumption of sphericity 
had been violated, χ²(2)=24.0), p<.01, therefore degrees of 
freedom were corrected using Greenhouse-Geisser esti-
mates of sphericity (ε=.645). The results show that the 
choice of the representation has significantly affected the 
time a user needs to select an interaction partner, F(1.3, 
40.0), p<.01, ω=0.56. Using the benchmarks for effect size 
this represents a strong effect. 

Bonferroni post hoc tests revealed that the mean time of the 
participants was significantly higher than when using the 
Opinion Triangle of Subjective Logic as in both other inter-
faces. For details see Table 1. 

Hypothesis 2: 
As the selected interaction partner in an experiment leads to 
nominal, non-parametric data – a participant either selected 
to interact with A or B – we first counted the frequencies of 
the selection of A and B. (Figure 7 shows the corresponding 
the percentage). We can say that the majority of the partici-
pants has selected the same interaction partner independ-
ently of the model. Furthermore, the interaction partner 
which has been selected by the majority of the users was in 
all settings the one which would have been autonomously 
selected by CertainTrust. Thus, we consider this hypothesis 
to be true.  

 (I) 
Model 

(J) 
Model 

Mean Differ-
ence    (I-J) 

Std. 
Error Sig .(a) 

99% Confidence Interval 
for Difference (a) 

Lower 
Bound 

Upper 
Bound 

Stars SL 
CT 

-27838.000* 
1851.156 

7057.201 
3044.874 

.001 
1.000 

-50280.028 
-7831.598 

-5395.972 
11533.910 

SL Stars 
CT 

27838.000* 
29689.156* 

7057.201 
6967.931 

.001 

.001 
5395.972 
7531.001 

50280.028 
51847.302 

CT Stars 
SL 

-1851.156 
-29689.156* 

3044.874 
6967.931 

1.000 
.001 

-11533.910 
-51847.302 

7831.598 
-7531.011 

Based on estimated marginal means 
 *. The mean difference is significant at the .01 level. 
 a. Adjustment for multiple comparisons: Bonferroni. 

 

Table 1: Pairwise Comparisons (time in milliseconds) 
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Figure 7: Percentage of participants selection interaction 
partner A per setting and per model (the lines are only for 
ease of reading) 

For a further analysis, whether the representation has an 
effect on the choice of the interaction partner, we calculate 
the percentage of participants which have chosen the same 
interaction partner as the one proposed by CertainTrust per 
setting and per model. The results show that there are not 
any significant differences (p>.05) between the participants 
choices in the different models. The mean values are: .943 
(CT), .891 (SL), and .927 (Stars); the confidence intervals 
are given in Figure 8. 

 

Figure 8: Mean values: average percentage of participants 
selecting the same interaction partner as proposed by CT. 

DISCUSSION 

Effects of the representation 
We can learn from the results, that representation has a sig-
nificant effect on the time the participants needed to select 
an interaction partner. Although, we expected most partici-
pants to be faster in the Stars interface as they are probably 
used to this representation (all, but one had experiences 
with online shopping), the participants were slightly, non-
significantly slower than in the CertainTrust HTI. In both 

interfaces the participants were significantly faster than in 
the Opinion Triangle. We identified two reasons to explain 
these effects. First, we believe that users are not used to 
interpret triangular representations with three axes, as or-
thogonal two axis layouts are more common in everyday 
life. On the website on Subjective Logic (http:// 
sky.fit.qut.edu.au/~josang/sl/demo/BV.html), we can find 
the statement that the Opinion Triangle is a more mathe-
matical representation. That page offers further representa-
tions for opinions, but as to our knowledge the details have 
neither been evaluated nor published, we decided to use the 
representation which is usually used as graphical represen-
tation of opinions for Subjective Logic. We believe that the 
integration of trust and certainty in one graphical represen-
tation, as opposed to the Stars interface, has further benefit. 
Additionally, we tried to support the users’ decisions with 
the green-yellow-red color-gradient. The answers by the 
participants on the questions at the end of the experiment 
also indicated that they felt comfortable with the interface 
of CertainTrust (small sample from the questions): 

Question A: Which interface would you prefer in the de-
scribed scenario: (CT 68.8%, SL 3.1%, Stars 28.1%) 

Question B: The color-gradient supported your decision for 
an interaction partner. Do you agree? The mean value of the 
answers on a scale from 0 (strongly disagree), 1 (disagree), 
2 (slightly disagree), 3 (slightly agree), 4 (agree), 5 
(strongly agree) is 3.81. 

Question C: Can you imagine using the Human Trust Inter-
face without the labels after a short time of familiarization? 
mean value (scale as above): 3.19 

Rationality of the choices 
At this point, we have still to discuss, if the decisions of the 
participants were reasonable. The definition of the “best 
choice” is not trivial, as the choice is influenced by the rela-
tive frequency of positive interactions, as well as the total 
number of evidences, and furthermore the risk which is 
associated with an interaction. In settings 1, 4, and 5 the 
decision goes along with the relative frequency of positive 
and negative interactions and the amount of collected evi-
dences. The more interesting cases are the settings 2, 3, and 
6. For the exact numbers of evidences see Table 2. 

In setting 2, there are two candidates for the interaction 
having the same of ratio of positive to total evidences, but 
the opinion about B is based on more evidences. Using the 
Stars interface (3 stars for both) all users decided to interact 
with B – which is the candidate about whom more informa-
tion is available. In both remaining interfaces, a small num-
ber of participants selected the candidate about whom less 
information is available. In both cases, the expected trust-
worthiness calculated by CertainTrust is 0.5. Although in 
this case, the expectation values are identical, the selection 
algorithm favours the one with the higher number of evi-
dences; thus, going along with the majority of the partici-
pants. 



 

In setting 3, there is candidate B about whom we have very 
little, but very positive information (mean: 0.96) informa-
tion; and candidate A about whom we have higher amount 
of information, mostly positive (mean: 0.82). In all three 
interfaces the majority of the participants selected user A. 
In the face that interactions are associated with a certain 
risk and a little amount of evidences may be quite mislead-
ing, we believe this choice is rational. 

In setting 6, there are six participants who selected candi-
date A in the Stars interface, while in the other interfaces 
only one (CT) or two (SL) participants selected A. In short, 
about candidate B, there is very little information available 
(similar amount of positive and negative evidences), while 
about candidate A, there is more information available, 
which is mostly negative. In this case, we can say that the 
participants made a better choice in the CertainTrust and 
Subjective Logic interface, than in the Stars interface. 

At last, we can ask, if there is a number of maximal ex-
pected evidences, which allows to interpret the trust value 
as representative expectation for future interactions. At the 
beginning of the experiment, after the participants were 
given the scenario and before they were introduced to the 
user interfaces, we presented the participants this statement: 
“Having collected a certain number of evidences, you are 
able to properly estimate the trustworthiness of your inter-
action partner.” Most users agreed (all, but 5). On a scale 
from 0 to 5 (as above) the mean was 3.41. For the mp3-
exchange the majority of users expected 6-10 evidences, for 
buying the mp3-player (used, 10€) the majority expected 
21-50 evidences. 

CONCLUSION 
We have presented a representation of trust, which allows 
for representing the main parameters – total amount of evi-
dences, relative frequency of positive evidences, and expec-
tation value – in an integrated way. Furthermore, we have 
shown that users can intuitively interpret our interface, and 
make good decisions. A dispositional trust component has 
already been integrated in the representation, and will sim-
ply affect the color-gradient, which expresses the expecta-
tion value. As orthogonal two-axis layouts are well-known, 
we believe that users also will be able to easily manipulate 
opinions. In the next steps the integration of the sources of 
recommendations, as well as the risk, which is associated to 
with an engagement, will be evaluated. 
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