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Chapter  11

INTRODUCTION

Electronic Voting (e-voting) systems continue 
to be used in different countries and contexts 
around the globe, enabling governments to obtain 
information on citizens’ preferences more quickly 

and efficiently. Systems in use are both e-voting 
machines and remote e-voting systems. Four 
reasons can be stated why usability is important 
in e-voting systems. First, due to the election 
principle of universal suffrage, anyone who meets 
the voting age requirement1 should be able to use 
these systems to cast his vote. This includes first 
time voters, elderly persons, and even those who 
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ABSTRACT

The authors present a literature review, carried out by searching through conference proceedings, journal 
articles, and other secondary sources for papers focusing on the usability of electronic voting (e-voting) 
systems and related aspects such as ballot design and verifiability. They include both user studies and 
usability reviews carried out by HCI experts and/or researchers, and analyze the literature specifically 
for lessons on designing e-voting system interfaces, carrying out user studies in e-voting and applying 
usability criteria. From these lessons learned, the authors deduce recommendations addressing the 
same three aspects. In addition, they identify for future research open questions that are not answered 
in the literature. The recommendations hold for e-voting systems in general, but this chapter especially 
focuses on remote e-voting systems providing cryptographic verifiability, as the authors consider these 
forms as most promising for the future.
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do not frequently interact with technology. Second, 
a voter should be able to easily express his wishes. 
The interface design should neither cause him to 
make mistakes nor influence his decision. Poor 
interface design can easily cause a voter not to 
cast a vote for his desired candidate. Third, vot-
ers remain novices due to a lack of training and 
irregular interaction with these systems, since 
elections are held infrequently in many countries 
and contexts. As such, the learning that occurs 
from continuous interaction with systems over a 
period of time is less likely to occur. Finally, if the 
usability of e-voting systems is not considered, 
frustration is likely to occur, reducing acceptance 
among voters, and thus decreasing voter turnout. 
Usability issues are especially important in e-
voting systems that provide verifiability and in 
particular when using cryptographic verifiability.

Verifiable voting systems have been discussed 
since their proposal by Cohen and Fischer (1985). 
We mainly distinguish e-voting systems which 
implement voter verifiable paper audit trails 
(VVPAT) and those using cryptographic means 
for verifiability. The premise is that individual 
voters are able to verify that their vote is cast as 
they intended, and stored as they cast it. In addi-
tion, voters and any interested parties are able to 
verify that all votes are tallied as stored. Voters 
will then have to carry out certain steps to verify 
votes, and may encounter unfamiliar terminology, 
such as encryption. However, verifiable systems 
are only beneficial if any voter who wants to verify 
his vote can do so without being a specialist. The 
German Federal Court Decision (2009) backs this 
stance, requiring that the correctness of all essen-
tial steps in the election are publicly examinable 
without having specialist knowledge. Verifiable 
e-voting systems are thus even more challenging 
from a usability point of view; however, the future 
of e-voting lies in verifiable e-voting as black box 
systems (where one has to trust that technical and 
organizational processes are correct, yet no way of 
testing this is provided) continue to face criticism 
(Alvarez & Hall, 2008, p. 31).

There is a lot of literature available on us-
ability studies of e-voting systems. Researchers 
and developers of future e-voting systems should 
take this into account, especially if they address 
the most complex systems, namely verifiable 
and cryptographically-verifiable remote e-voting 
systems.

In this book chapter, we review existing litera-
ture on usability of e-voting systems. Note that 
the literature is primarily from a western perspec-
tive, specifically from American and European 
contexts. The literature is available either as user 
studies or usability reviews carried out by HCI 
experts and/or researchers. We summarize lessons 
learned for e-voting system interface design, user 
studies, and usability criteria, from which we ex-
tract relevant recommendations for the same. We 
argue for extensions in these three areas to take 
into account verifiable and cryptographically-
verifiable e-voting systems.

The content of this book chapter is especially 
relevant to designers of e-voting systems for whom 
the information provided will form basic input for 
designing future e-voting systems, in particular, 
verifiable e-voting systems, where user interaction 
for verifiability is required, and therefore under-
standing is critical. Researchers who are interested 
in replicating user studies or carrying out their own 
studies will obtain invaluable information, as will 
researchers and practitioners who are interested in 
the usability of e-voting systems, and the criteria 
used to determine usability. Further we identify 
future research beneficial to researchers seeking 
open questions in this field.

The reader is advised that accessibility issues 
in e-voting systems will not be discussed, and 
are left for future work. However the Voluntary 
Voting Systems Guidelines (VVSG), which we 
review, addresses the evaluation of accessibility 
aspects of e-voting systems.

In the next section we give background in-
formation for the reader to better understand the 
content presented. Following that, in the method-
ology section, we describe the approach used to 
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identify literature included in this book chapter, 
and the approach by which the lessons learned 
and recommendations were obtained. We then 
present lessons learned from the literature regard-
ing interface design, user studies, and usability 
criteria for e-voting systems. In each of the lessons 
learned sections, we derive recommendations 
from the literature as a take-away for the reader. 
In addition we present future research directions 
and conclude with a brief discussion on the future 
of usable e-voting systems.

BACKGROUND INFORMATION

In order for the reader to understand the content 
presented in this book chapter, we briefly intro-
duce and categorize the E-Voting Systems which 
have been studied in the literature. We introduce 
terms for, and briefly describe the working of, 
Verifiability, and present the Voluntary Voting 
Systems Guidelines (VVSG) which have been 
recommended for use in determining the usability 
of e-voting systems. These guidelines have also 
been used in the literature surveyed. We give an 
overview of the ISO 9241-11 standard (ISO, 1998) 
which, in the literature surveyed, has primarily 
been used as criteria to evaluate the usability 
of e-voting systems. We will review the Human 
Computer Interaction (HCI) Usability Evaluation 
Techniques applied in the literature surveyed, 
summarize the approach used to design many of 
the user studies, and present terms we will use 
to refer to some of the experiments carried out. 
Finally we will touch on Mental Models, which 
determine how people perceive voting and voting 
aspects. This is a recent yet relevant consideration 
in the design of e-voting systems, especially those 
systems providing verifiability.

E-Voting Systems

E-voting systems can be categorized based on their 
use, whether in person at the polling station or 

remotely. We only discuss those e-voting systems 
that are later presented in the book chapter:

• Mechanical Voting Machines: Though 
the lever voting machine is a type of me-
chanical voting machine we include it in 
our discussion as its usability has been 
evaluated in the literature surveyed. Lever 
voting machines are used to tabulate votes 
at polling stations. They maintain no re-
cord of individual votes, only the tally of 
votes, which is kept by a mechanical regis-
ter (Jones, 2001). The lever voting machine 
was commonly used in polling station elec-
tions in the USA.

• E-Voting Machines: Nowadays, e-voting 
machines, also referred to as direct record-
ing electronic (DRE) voting machines, are 
more commonly used in polling stations. 
These devices are designed to electroni-
cally record votes cast by voters, and can 
be classified as:
 ◦ Classical or early DRE voting 

machines: These mostly use touch 
buttons. An example is the NEDAP 
voting machine which was used in 
the Netherlands until 2007 (Loeber, 
2008).

 ◦ Advanced DRE voting machines: 
Provide voters with a touchscreen 
interface. An example is the Diebold 
AccuVote TS.

 ◦ DREs with paper audit trail (PAT): 
Also referred to as a voter verifiable 
paper audit trail (VVPAT) (Mercuri, 
2001). These provide a printout of the 
voter’s selection. The VVPAT is a pa-
per record generated during vote cast-
ing that can be checked at the point 
of casting a vote, or audited at a later 
stage, to verify correctness of the dig-
ital tally. With the implementation of 
VVPATs, it is common to have DRE 
machines fitted with printers for this 
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purpose2. An example is the Avante 
Vote-Trakker, which prints a paper 
record of the vote, behind a plastic 
screen.

 ◦ DRE with cryptography: These pro-
vide verifiability using cryptographic 
means. In many of these systems, a 
voter can leave the polling station 
with a paper receipt which he can 
later use to verify that his vote was 
stored correctly. An example is Bingo 
Voting (Bohli, Müller-Quade & 
Röhrich, 2007).

• Paper-based or scan-based e-voting 
systems: These are used in polling sta-
tions. Punch card voting systems use paper 
ballots onto which the voter punches holes 
at designated points to indicate the candi-
date he has selected. Optical scan systems 
use paper ballots that are then scanned with 
scanning devices, either at the polling sta-
tion (precinct-count), or at a central tallying 
location (central-count) (Jones, 2003). In 
Demirel, Frankland and Volkamer (2011), 
optical scan systems are further classified 
into three. First, a scanning device can be 
employed by voters during the vote cast-
ing process, for example the Digital Voting 
Pen (Arzt-Mergemeier, Beiss & Steffens, 
2007). In the second category, voters have 
to scan their paper ballots with a Precinct 
Optical Scan (PCOS) system after marking 
their candidates on the ballot. In the third 
category, the paper ballots are scanned by 
the election authority during the tallying 
process, using an optical scanner or a bar-
code scanner.

• Remote E-Voting Systems (REV): These 
include SMS voting systems (Storer, Little 
& Duncan, 2006), and Internet or online 
voting systems. Some Internet-based e-vot-
ing systems have been deployed, for exam-
ple in Estonia (Madise & Martens, 2006) 
and in Switzerland (Gerlach & Gasser, 

2009). These systems are considered black 
box systems as they provide no verifiability 
of the internal processes (non-verifiable). 
We can distinguish between fully-verifi-
able Internet voting systems, for example 
Helios (Adida, 2008), and partially-verifi-
able Internet-based e-voting systems, for 
example the Norwegian e-voting system 
(Stenerud & Bull, 2012). We briefly dis-
cuss verifiability in the next subsection.

Verifiability

Verifiability has been introduced in e-voting sys-
tems to enable voters to check that the systems 
do not manipulate their votes. There are three 
aspects of verifiability that we consider. The 
first is referred to as cast-as-intended. Here the 
assurance is that the vote has been sent out from 
the system as the voter intended it, without any 
unauthorized modification. The second aspect 
is stored-as-cast which provides assurance that 
the vote is stored in the ballot box as it was sent, 
and has not been manipulated. The availability of 
stored-as-cast verifiability is dependent on cast-as-
intended verifiability being provided. These two 
aspects constitute individual verifiability, which 
is specifically available to an individual voter. 
Tallied-as-stored, which refers to universal veri-
fiability, can be made available to any interested 
party to ensure that all votes counted in a given 
election have not been modified since the time 
that voters cast them. A system that provides both 
individual and universal verifiability is end-to-end 
or fully-verifiable.

Verifiability is available in e-voting systems 
in polling stations, for example through voter 
verifiable paper audit trails (VVPAT) (Mercuri, 
2001), and in remote electronic voting systems 
through cryptographic means, for example, the 
Benaloh Challenge (Benaloh, 2006). According to 
de Jong, van Hoof and Gosselt (2008), paper audit 
trails may be incorporated in the voting process 
in various ways. Voters may be required to verify 
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the printout (voter verified paper audit trail), or 
they may be enabled to do so (voter verifiable 
paper audit trail). The paper printouts may also 
have different functions in the elections: a) They 
are considered the final election result, therefore 
all printouts are tallied; b) They are used to verify 
the results of voting machines and results are 
compared from a random sample; and c) They 
are recounted when disputes arise.

The Benaloh Challenge provides the first step 
of individual verifiability. The voter makes his 
candidate selection, which the system encrypts and 
then commits to. This commitment is displayed to 
the voter, for example in Helios (Adida, 2008), as 
a hash value. A voter can now choose whether to 
cast a vote after making his candidate selections, 
or verify it (that is, challenge the system). If he 
chooses to verify it, the system has to provide the 
information used for encrypting the vote, which 
can be verified independently to prove that it cor-
rectly encrypted the vote. Since the system does 
not know which vote a voter will verify and which 
one he will cast, it is forced to behave correctly. 
The voter can then check that the same commit-
ment is posted on a bulletin board. This provides 
the second step of verifiability. In the third step of 
verifying, interested parties can download election 
data and cryptographic material to then tally the 
votes and verify correct processing and tallying. 
We do not go into the detail of these steps in this 
book chapter, but further reading on Electronic 
Voting is available for the interested reader in the 
Additional Reading section.

Voluntary Voting Systems 
Guidelines (VVSG)

The Voluntary Voting Systems Guidelines 
(VVSG) have been adopted by the United States 
Election Assistance Commission (EAC) (2005) 
for the certification of voting systems. A revision 
(VVSG 1.1.) was proposed in 2009. The VVSG 
provide requirements against which to test voting 
systems for compliance regarding functionality, 

accessibility and security. Volume 1 of the VVSG 
focuses on voting system performance. Section 
three of this same volume focuses specifically 
on usability and accessibility and section nine 
focuses on VVPAT usability. The recommenda-
tions for consideration regarding usability are 
summarized below:

• The vendor should carry out usability 
tests on the voting system using partici-
pants that are representative of the general 
population.

• The voting process should provide func-
tional capabilities, such as alert the voter 
of overvotes3 or undervotes4 on the ballot.

• The voting system should present informa-
tion in any language required by law.

• The voting process should minimize cog-
nitive difficulties for the voter, for example, 
by providing clear instructions.

• The voting process should minimize per-
ceptual difficulties for the voter, for exam-
ple, taking into account color-blind voters.

• The voting system should minimize inter-
action difficulties for the voter, for exam-
ple, minimizing accidental activation.

• The voting process should maintain pri-
vacy of the voter’s ballot.

ISO 9241-11 Standard

In the literature surveyed, the ISO 9241-11 stan-
dard (ISO, 1998) from the International Organi-
zation for Standardization (ISO) has commonly 
been used to evaluate the usability of e-voting 
systems. According to the standard, usability is 
defined as ‘the extent to which a product can be 
used by specified users to achieve specified goals 
with effectiveness, efficiency and satisfaction in 
a specified context of use’.

Effectiveness focuses on accuracy and com-
pleteness of user tasks. It is commonly measured 
using error rate. Other measures prescribed by the 
standard are percentage of goals achieved, percent-
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age of users successfully completing a task and 
average accuracy of completed tasks. Efficiency 
considers resources used to achieve effectiveness 
in user tasks. It is commonly measured using time 
taken to perform a task. Other measures include 
mental or physical effort, materials or financial 
cost of performing the task.

Satisfaction focuses on user’s attitudes towards 
the system, and is measured subjectively by asking 
users to report on their opinions of a given system. 
The standard also gives frequency of discretionary 
use and frequency of complaints as measures.

One approach in subjectively measuring user 
satisfaction is to use a standardized instrument, 
usually in the form of a Likert scale (Laskowski, 
Autry, Cugini, Killam & Yen, 2004). The in-
strument most commonly used in the literature 
reviewed has been the System Usability Scale 
(SUS), (Brooke, 1996). SUS is a ten-item scale, 
which is presented to a user immediately after 
they have interacted with the system under evalu-
ation. A subjective usability (SU) score is then 
calculated based on the responses given. A high 
SUS score indicates high voter satisfaction with 
the e-voting system.

According to Rubin and Chisnell, (2008), the 
attributes of usability, in addition to efficiency, 
effectiveness and satisfaction, are usefulness, 
learnability and accessibility. The authors explain 
that learnability is a part of effectiveness and 
relates to a user’s ability to operate the system 
to some defined level of competence after some 
predetermined amount and period of training, 
and also considers how a user performs with an 
interface after long periods of disuse.

Note that these three metrics for usability, 
namely, effectiveness, efficiency, and satisfaction, 
have also been recommended by the National 
Institute of Standards and Technology (NIST) 
(Laskowski et al., 2004) to assess the usability of 
voting systems.

Human Computer Interaction (HCI) 
Usability Evaluation Techniques

We discuss in this section the variety of techniques 
from the human computer interaction (HCI) field 
that have been used to evaluate the usability of e-
voting systems in the literature surveyed. Readers 
are directed to Sharp, Rogers and Preece (2007) for 
more detail on HCI usability evaluation techniques. 
Further literature on HCI Research Techniques, 
Usability, and Design is also provided in the Ad-
ditional Reading section.

The techniques used in the literature surveyed 
are:

• Interviews: There are structured, unstruc-
tured, and semi-structured interviews, 
which involve interviewing individuals, 
as well as group interviews, for example, 
focus groups (Sharp et al. 2007). In inter-
views, participants answer questions asked 
by an interviewer and the situation is simi-
lar to the interviewer and participant hav-
ing a discussion about a topic of interest. 
The interviewer can ask for clarification 
where responses are unclear, or further ex-
plore comments that participants make:
 ◦ Focus groups: These fall under group 

interviews, where a group of three to 
ten people are interviewed, and the 
discussion is moderated by a trained 
facilitator. Scenarios or prototypes 
can be used to help guide the discus-
sion in interviews.
 ▪ Scenarios: These are narrative 

descriptions of tasks, for exam-
ple one could write a narrative 
describing how a voter would 
cast his vote using an e-voting 
system. Participants would then 
read the scenario and discuss 
the same with the facilitator and 
other participants.
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 ▪ Prototypes: These are mock-
ups, ranging from paper-based 
to software-based, that are de-
signed early in the development 
process, to give stakeholders an 
idea of a design, for example, of 
an interface. Participants would 
then interact with these proto-
types during the focus group.

• Analytical evaluation: These are carried 
out by experts who have a background 
in HCI. The methods in this category in-
clude heuristic evaluation and cognitive 
walkthroughs:
 ◦ Heuristic evaluation: This is an in-

spection technique where experts use 
usability principles to evaluate the e-
voting system. These heuristics can 
be obtained from literature, for ex-
ample, Nielsen’s Heuristics (Nielsen, 
1993).

 ◦ Cognitive walkthrough: Experts 
mimic a user’s interaction with the e-
voting system for a specific scenario 
of use. Their thoughts and observa-
tions are captured for further analysis 
and give insight to potential problem 
areas in the design of the e-voting 
system.

• Personas: These are descriptions (using 
fictional characters) of typical users that 
would use a system. These are not real us-
ers, but are designed to represent profiles 
of real users of systems. Designers then fo-
cus on these users and design the e-voting 
system to fit their needs.

• Lab Studies: Participants interact with the 
e-voting system to cast a vote, and the time 
taken to do so, and any errors made are re-
corded. The lab may be set up to represent 
the environment in a real polling station.

• Field study: Here participants interact 
with the e-voting system in a ‘normal’ un-
controlled environment, as opposed to the 
controlled environment of a lab setting.

Techniques for data collection in user studies, 
as seen in the literature surveyed, are:

• Pre- and post-voting questionnaires: 
The pre-voting questionnaire frequently 
collects demographic data or data that can 
be used to include or exclude participants 
from the study. Post-voting questionnaires 
collect participants’ opinions after they 
have interacted with the system.

• Exit poll: Participants are asked a series 
of questions at the end of a voting session. 
In many cases, this is after they have cast a 
vote in a real election.

• Direct Observation: A participant may be 
observed as they interact with the e-voting 
system. In this type of observation, the par-
ticipant is aware of the observation, for ex-
ample, since the researcher is present in the 
lab, or recording tools are utilized:
 ◦ Video recording: A camera can be 

set up to record the interaction.
 ◦ Audio recording: Audio capture 

tools can be used to capture the par-
ticipants’ thoughts if they are asked to 
think aloud.

 ◦ Collecting eye-tracking data: This 
data captures the points on the screen 
that the participant focuses on, which 
can then inform placement of inter-
face elements for greatest impact.

• Indirect Observation: In this type of ob-
servation, data can be collected unobtru-
sively, without the participant being aware 
of it, unless they are informed:
 ◦ Log file analysis: Researchers use 

software to collect information about 
participants’ interaction with the e-
voting system. This data is stored in a 
log file that is later examined.

The literature surveyed shows that a common 
approach in the design of user studies for e-voting 
has been to split participants into several groups. 
One group of participants receives a slate instruct-
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ing them which candidates to vote for. This is the 
‘directed’ group. A second group of participants 
receives a voter guide with relevant information 
on the candidates to help guide their selection. 
Participants in this ‘voter guide’ group are then 
free to vote for candidates of their choice. A third 
group is ‘undirected’, receiving neither a slate 
nor a guide, and participants are free to vote as 
they choose.

In some voting experiments, a group of par-
ticipants are asked to skip some races in order to 
simulate roll-off5. In other cases, participants in 
the undirected group are given an exit interview 
for researchers to determine voting intent. This 
is then compared to votes cast to obtain the error 
rate. Finally, the order of participants’ interaction 
with the systems is usually randomized (using a 
Latin Square) in order not to introduce bias.

Mental Models

Mental models describe people’s perceptions of 
objects, determining how people then interact with 
the objects (Staggers & Norgio, 1993). Mental 
models are an important consideration in design, 
as designers are then able to use knowledge of 
the user’s mental model in designing an object, 
thus lessening frustration, and greatly improving 
satisfaction. It is only recently (Campbell & Byrne, 
2009b) that researchers have considered voters’ 
mental models in e-voting systems.

METHODOLOGY

In this section, we discuss and justify how we 
selected the papers reviewed, how the lessons 
learned are extracted, and how the recommenda-
tions and future work are identified.

How the literature was identified: The litera-
ture reviewed in this book chapter was identified 
by searching scientific literature repositories, 
such as www.scholar.google.com, and the digital 
libraries of the Institute of Electrical and Electron-

ics Engineers (IEEE), and the Association for 
Computing Machinery (ACM). Search criteria 
included ‘usability and e-voting’, ‘usability and 
remote e-voting’ and ‘ballot design’. The search 
was not limited to a specific time period. From 
the results of the electronic repository search, we 
reviewed conference papers and journal articles. 
Further papers and reports were obtained from 
the references of the identified papers. The papers 
reviewed were published between the years 1998 
and 2012.

The conference papers were proceedings of 
HCI, usability, e-voting, security, democracy, and 
governance conferences and workshops. We re-
viewed these to identify papers that focused on user 
studies and usability of e-voting systems. These 
conferences are the ACM SIGCHI Conference on 
Human Factors in Computing Systems (CHI), the 
International Conference on Human Computer In-
teraction (HCII), the IADIS International Confer-
ence Interfaces and Human Computer Interaction, 
the Symposium on Usable Privacy and Security 
(SOUPS), the USENIX Security Symposium, the 
International Conference on E-Voting and Identity 
(VOTE-ID), the Electronic Voting Technology 
Workshop/Workshop on Trustworthy Elections 
(EVT/WOTE), the International Workshop on 
Requirements Engineering for Electronic Voting 
Systems (REVOTE), the International Confer-
ence on Electronic Governance (EGOV), the 
International Conference for E-Democracy and 
Open Government (CEDEM), the International 
Conference on Theory and Practice of Electronic 
Governance (ICE-GOV), the Workshop on Socio-
Technical Aspects in Security and Trust (STAST), 
and the International Conference on Information 
Integration and Web-based Applications and 
Services (iiWAS). We included a paper (Everett, 
Byrne, & Greene, 2006) that was published in the 
proceedings of the Annual Meeting of the Human 
Factors and Ergonomics Society (HFES). Refer-
ences from the identified papers were reviewed 
and further relevant papers identified and selected 
for inclusion.
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Relevant journals were from the fields of us-
ability, user studies, computing, electronic gover-
nance, information design, and political science. 
Here we reviewed articles from the Journal of 
Usability Studies, International Journal of Human-
Computer Studies, IEEE Transactions on Informa-
tion Forensics and Security, International Journal 
Universal Access in the Information Society, the 
European Journal of Information Systems, the 
Social Science Computer Review, the International 
Journal of Electronic Governance, Information 
Design Journal, American Politics Research, the 
Journal for the American Political Science As-
sociation, Perspectives on Politics, and Public 
Opinion Quarterly, to identify relevant papers. 
Once again, the references from the selected papers 
were reviewed to identify other relevant articles.

How the lessons learned were obtained: The lit-
erature was reviewed for findings that could guide 
researchers on (a) designing e-voting interfaces, 
(b) conducting user studies, and (c) determining 
usability criteria used in e-voting usability studies.

How the recommendations were made: Recom-
mendations are given as a take-away pointing to 
what researchers should do, in light of the research 
findings. For example, where studies found that 
first time and elderly voters need help while vot-
ing, we recommend integrating help features in 
e-voting system interfaces. Recommendations 
will be numbered R-ID-(subsection)-(number) in 
the Interface Design section, R-US-(subsection)-
(number) in the user studies section, and R-UC-
(subsection)-(number) in the Usability Criteria 
section. For example, recommendation R-ID-
BD-1 is the first recommendation focusing on 
Ballot Design, contained in the Interface Design 
section.

How the future work is deduced: Where we 
identified open questions in the literature sur-
veyed, we recommend these as future work. Future 
work recommendations are identified as FW-ID-
(subsection)-(number), FW-US-(subsection)-
(number), and FW-UC-(subsection)-(number) for 
the three sections. For example, FW-ID-BD-1 is 

first recommendation for future work on ballot 
design, in the Interface Design section.

LESSONS LEARNED AND 
RECOMMENDATIONS FOR 
INTERFACE DESIGN

In this section, we summarize lessons learned from 
the literature regarding design of e-voting inter-
faces. Additionally we provide recommendations 
as a take-away for e-voting interface designers, 
and researchers looking for future research and 
open questions in this field. We first address is-
sues related to the ballot and vote casting, namely 
Standardized Ballot/Interface Design, Simple 
and Clear Ballot Instructions, and Providing of 
Review/Confirmation Screens. Considering Time, 
Speed, Voting Tasks and Effort, Providing Help 
Features, and Educating Voters and Poll Workers 
are the next subsections, and relate to supporting 
voters and poll workers. Identifying Mental Models 
is the next subsection and here the lessons learned 
are applicable for providing voters with help dur-
ing voting and educating voters and poll workers, 
in addition to systems providing Voter Verifiable 
Paper Audit Trails (VVPAT) and cryptographic 
verifiability. Further individual lessons learned 
and recommendations for interface design of 
these two types of e-voting systems are discussed 
in the next two subsections, that is, Use of the 
Voter Verifiable Paper Audit Trail (VVPAT), and 
Understanding in Cryptographically-Verifiable 
Voting. We concentrate on these e-voting systems 
separately as they are especially challenging from 
a usability point of view. Note that in this section 
we refer to voters, as opposed to participants.

Standardized Ballot/Interface Design

In the literature surveyed, we find attention is 
given to screen guides for voters. For example, 
the e-voting machine in Roth (1998) used flashing 
lights to indicate to voters races that were not yet 
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completed. The importance of appropriate ballot 
format is seen in Kimball and Kropf (2005) where 
they indicate that poor ballot format can result in 
unrecorded votes. In addition, ballot interfaces that 
are not standardized can be unfamiliar to voters 
and cause confusion (Niemi & Herrnson, 2003). 
Participants in the studies by Greene, Byrne and 
Everett (2006), Everett, Byrne and Greene (2006), 
and Byrne, Greene and Everett (2007) were most 
satisfied with the bubble ballot. The bubble ballot 
design is similar to a multiple-choice exam ques-
tion where voters are presented with candidate 
information in a listing. Next to each candidate 
name, is an oval or square box on which the voter 
can mark their selection with an X or by shading 
the box. Considering large candidate listings, 
MacNamara, Gibson and Oakley (2012) adapted 
the Prêt à Voter backend to accompany the Dual 
Vote frontend, and acknowledge that the paper 
ballot used was not suitable for a large candidate 
list. Intuitively, one might think that a full-face 
ballot, that is, one that displays all offices and can-
didates on a single screen is a solution. However, 
Norden et al. (2006) found a high rate of residual 
votes6 with full-face DREs. Selker, Hockenberry, 
Goler and Sullivan (2005) describe a Low Error 
Voting Interface (LEVI) designed after several 
iterations, with the aim of reducing the number of 
errors by voters. This was achieved by providing 
voters with information on which races they had 
voted in, which races were pending, and if they 
had made a selection on a screen.

Recommendations

• R-ID-BD-1: Ballot design should be stan-
dardized such that the ballots are familiar 
to voters, for example, imitating the pa-
per ballot design on the e-voting system 
interface.

• R-ID-BD-2: The ballot should indicate to 
voters when their vote has been success-
fully cast and should clearly indicate if the 
vote casting process has been completed.

• R-ID-BD-3: The interface should inform 
voters if their vote is invalid based on the 
selections they have made.

• R-ID-BD-4: Researchers should use the 
bubble ballot as a standard design where 
the ballots and candidate listing supports 
it.

Future Work

• FW-ID-BD-1: Future research should in-
vestigate the design of large ballots on e-
voting systems and their usability.

Simple and Clear Ballot Instructions

Ballot instructions guide voters on how they can 
successfully mark their desired candidate(s) on 
the ballot presented. These can be placed at the 
top of the ballot, or the instructions can precede 
each race that voters have to fill out, if the ballot 
contains more than one race. Roth (1998) calls 
for the use of simple and clear instructions in the 
ballot to avoid voter confusion. The literature 
surveyed points to the use of the Flesch-Kincaid 
readability test (Kincaid, Fishburne, Rogers & 
Chissom, 1975), to test the comprehension level 
of instructions in the ballot. The location of the 
instructions on the ballot has been considered as in 
Western culture, for example, voters usually look 
at the upper left-hand corner of the ballot (Kimball 
& Kropf, 2005). Instructions should appear before 
the task as voters may not read the instructions. 
Laskwoski and Redish (2006) recommend four 
best practices for ballot instruction design. First 
the consequences of an action, for example, ̀ You 
will not be able to make further changes’ should be 
mentioned before the action to be carried out, for 
example, ̀ Click to Confirm’. This is because voters 
are likely to carry out the action if it appears first, 
and then read of the consequences later. Second, 
at the sentence level, voters should be given the 
context of use before the action, for example: ̀ To 
vote for your desired candidate, mark an x in the 
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box next to the candidate name’. In this example, 
the sentence is in two parts, the first is the context, 
the second is the action to be carried out. Third, 
is to use words that are familiar to voters, and 
the fourth best practice is to place instructions 
in logical order, following the structure of the 
ballot the voter will encounter, for example, `To 
vote for your desired candidate, mark an x in the 
box next to the candidate name. To proceed to the 
next race, click the Next button’.

Recommendations

• R-ID-BI-1: Simple and clear instructions 
should be designed for ballots.

• R-ID-BI-2: The consequences of an action 
in an instruction should precede the call to 
act.

• R-ID-BI-3: Each instruction sentence on 
the ballot should give the result of the ac-
tion before stating the action to be carried 
out.

• R-ID-BI-4: The instructions should use 
words that are familiar to voters, and ad-
ditionally should match the order of tasks 
on the ballot, in a logical sequence.

• R-ID-BI-5: Instructions should be placed 
at the upper left-hand corner of the ballot, 
and should be given before the task to be 
carried out, for instance, having instruc-
tions how to mark a candidate correctly, 
just above where this action will be carried 
out.

Providing Review/
Confirmation Screens

In the literature surveyed there are calls for the 
implementation of review screens in e-voting 
systems. A review screen presents the voter with 
all the candidate selections they have made on 
the ballot, and supports their re-checking the 
correctness of the selections, before casting the 
ballot. Herrnson et al. (2006) recommend that 

voters should be given an option to review their 
vote(s) and correct the ballot when errors are 
noted. Norden, Creelan, Kimball and Quesenbery 
(2006) found that lower residual vote rates were 
observed when the voter was given the chance 
to correct errors before casting his ballot. Voters 
are also seen to expect this, as MacNamara et al. 
(2010) report that a system that did not implement 
a confirmation graphical user interface received 
a low voter satisfaction rating.

The question arises whether the review screen 
would help voters notice changes made to their 
votes. Everett (2007) found only 32% of partici-
pants noticed if races were added to or missing 
from the review screen, and only 37% of partici-
pants noticed vote flipping on their review screen. 
Campbell and Byrne (2009a) did a follow up on 
these findings, since participants in Everett’s study 
were not explicitly instructed to check the review 
screen, and the interface may not have simplified 
the process of checking. They investigated if the 
rate of anomaly detection could be improved by 
instructing participants to check the review screen, 
and re-designing the review screen such that 
undervotes were highlighted. Participants were 
later directly asked if they noted any anomalies 
on the review screen, and 50% reported noticing 
anomalies. As undervotes were highlighted on 
the review screen, more participants noticed them 
(61%) compared to 39% who noticed their votes 
were changed to another candidate.

Recommendations

• R-ID-RS-1: Review screens should be im-
plemented in e-voting systems.

• R-ID-RS-2: Voters should be instructed to 
pay attention to the review screen, in or-
der to ensure that they notice any changes 
made to their votes.

• R-ID-RS-3: Techniques such as additional 
coloring or highlighting should be used to 
draw voters’ attention to races where they 
have not yet voted.
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Future Work

• FW-ID-RS-1: Future research should in-
vestigate how to instruct voters to pay more 
attention to the review screen especially for 
them to notice when their candidate selec-
tions are modified.

Considering Time, Speed, 
Voting Tasks, and Effort

Note that we consider voting tasks to be the ac-
tivities that voters would carry out while casting 
their vote, for example, changing their vote and 
writing in a candidate’s name for a write-in vote. 
Herrnson et al. (2008) found that more actions 
meant more time to complete the voting process 
and lowered voter satisfaction. Kiosk-voting 
participants in Oostveen and Van den Besselaar 
(2009) commented that they found it faster to mark 
a cross (X) next to their candidate’s name, fold 
the ballot or put it in an envelope and then in to 
a ballot box, compared to inserting a smart card, 
typing in a PIN code, scrolling through several 
computer screens before making a selection and 
confirming their vote.

Herrnson et al. (2006) and Herrnson et al. 
(2007) found that participants’ accuracy declined 
when they were asked to carry out less straight 
forward tasks, such as voting for two candidates 
in one office. Everett et al. (2008) showed that 
increasing voting speed for voters may decrease 
accuracy. They also noted a ‘fleeing voter’ error, 
where some participants left the DRE before 
completing a final step. Greene (2008) compared 
direct access and sequential access interfaces for 
DREs and found that voters were dissatisfied with 
the direct access voting interface, which was faster, 
but also had more undervote errors and premature 
ballot casting. Conrad et al. (2009) found that the 
more effort users needed to put into casting their 
vote, the less satisfied they were. Lower satisfac-
tion also resulted from voting incorrectly and an 
increased effort to vote.

Recommendations

• R-ID-TS-1: Researchers should aim to 
reduce the amount of time and effort that 
voters need to take in order to cast their 
vote, that is, the number of voting tasks 
should be reduced, in particular regarding 
poll workers and voters enabling e-voting 
machines or in checking the voter’s right to 
vote in Internet voting.

• R-ID-TS-2: Care should be taken in facili-
tating voters to vote quickly, as in direct ac-
cess DREs, since faster voting may lead to 
more voter errors.

Future Work

• FW-ID-TS-1: Further research should in-
vestigate how much time voters would be 
willing to spend in carrying out voting 
tasks, and how much time they would con-
sider to be too much.

Providing Help Features

Both Herrnson et al. (2006) and Herrnson et al. 
(2008) found that although voters can cast their 
votes unassisted, not all of them are able to do so, 
and help facilities need to be provided. Prosser, 
Schiessl and Fleischhacker (2007) found in their 
study that voters hardly took notice of the help 
information provided, and recommend providing 
help ‘just-in-time’ when it is needed.

Recommendations

• R-ID-HF-1: It is recommended that de-
signers integrate help facilities to give vot-
ers information when they need it and to 
guide them on what next steps are required. 
In Internet voting, for example, the help fa-
cilities should be placed on every page the 
voter will access on the e-voting system, as 
well as next to tasks that are likely to be 
confusing for voters.
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Future Work

• FW-ID-HF-1: Future research should in-
vestigate appropriate help for voters given 
the different voting contexts, for example 
hotlines and email in Internet voting.

Educating Voters and Poll Workers

Participants in the study by Herrnson et al. (2005b) 
responded more favorably to the voting machines, 
and the authors credit this to an education cam-
paign carried out to familiarize voters with the 
machines. Kalchgruber and Weippl (2009) report 
on a short case study where two groups of students, 
the first group with an IT security background, and 
the second group with basic IT security knowl-
edge, were given explanations of how the Scratch 
and Vote system (Adida & Rivest, 2006) worked. 
They found that a lot of education is necessary 
for voters to understand the difference between 
non-verifiable, partially-verifiable and end-to-end 
verifiable systems. Three studies in the literature 
surveyed focused on the poll worker (Chisnell, 
Becker, Laskowski & Lowry, 2009a; Chisnell, 
Bachmann, Laskowski & Lowry, 2009b; Goggin, 
2008), but none to our knowledge concentrates on 
poll worker education.

Recommendations

• R-ID-ED-1: Voters should be educated be-
fore introducing new e-voting technology.

• R-ID-ED-2: The techniques used for edu-
cating voters, for example, videos or hand-
outs, should take into account the diversity 
of voters, in terms of age, experience with 
voting, and education.

Future Work

• FW-ID-ED-1: Future research should in-
vestigate effective means of voter educa-
tion, particularly to introduce voters to, and 

enable them to use, new e-voting systems 
and new approaches to voting, such as veri-
fiable e-voting systems.

• FW-ID-ED-2: As poll workers also re-
quire education for new e-voting systems 
and approaches, and as this has not yet 
been addressed comprehensively in the lit-
erature, future research should investigate 
poll worker education.

Identifying Mental Models

Campbell and Byrne (2009b) carried out an on-
line web-based survey in order to identify voters’ 
mental model of straight-party voting (SPV)7. The 
findings show that voters are confused by SPV, 
which can be due to a gap between how voters think 
SPV should work and how it actually does work. 
Karayumak, Kauer, Olembo, Volk, and Volkamer 
(2011b) found that voters were confused why they 
needed to verify their vote, and were concerned 
about compromising secrecy of the vote.

Recommendations

• R-ID-MM-1: Voters’ mental model should 
be investigated as voter confusion may be 
due to differences between how voters 
think an e-voting system should work, and 
how it has been designed and implemented.

• R-ID-MM-2: Voters should be educated 
about verifying their vote to deal with 
the problem of confusion and secrecy 
concerns.

Future Work

• FW-ID-MM-1: Future research should 
investigate specific approaches to extend-
ing voters’ mental model to take into ac-
count new e-voting systems and voting 
approaches, as the literature surveyed does 
not give information on how to close the 
gap identified.
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Use of the Voter Verifiable 
Paper Audit Trail (VVPAT)

In the study by MacNamara et al. (2011a), 89% of 
participants thought a paper audit trail was impor-
tant in e-voting systems. The following literature, 
however, shows that users have challenges with 
the VVPAT. Participants in the study by Selker et 
al. (2005) reported no errors after voting, although 
errors actually existed. Selker, Rosenzweig and 
Pandolfo (2006) also report on a study where it 
was observed that voters, when asked to pay close 
attention to the VVPAT, did not notice any errors, 
yet errors did exist. In de Jong et al. (2008), the 
paper audit trail was observed not to affect the vot-
ers’ experiences with the voting machine. Herrnson 
et al. (2006) observed that some voters ignored 
the VVPAT, and those who did not, seemed to 
get confused. They also found that voters had less 
confidence that their vote was accurately recorded 
on the systems with a VVPAT. In another field 
study, although participants were instructed to pay 
attention to the verification systems, it was noted 
that they did not spend as much time as needed to 
verify every selection (Center for American Politics 
and Citizenship [CAPC], 2006).

Recommendations

• R-ID-VV-1: Voters should be provided 
with clear instructions that are easy to un-
derstand and follow, guiding them on how 
to check their vote selection when VVPATs 
are provided.

Future Work

• FW-ID-VV-1: Further research is neces-
sary to identify the best approach for in-
structing voters, as well as to further inves-
tigate voter challenges with VVPATS.

• FW-ID-VV-2: Voters’ mental model re-
garding VVPATS should be investigated in 
future research.

Understanding in Cryptographically-
Verifiable Voting

Bär, Henrich, Müller-Quade, Röhrich, and Stüber 
(2008) discuss the use of Bingo voting (Bohli 
et al., 2007) in a student election at Karlsruhe 
University. They report that some voters did not 
trust the random number generator as they were 
not familiar with its internal operation, and that 
a majority of voters did not bother to check any 
random number in order to verify that their vote was 
properly recorded. Using a focus group approach, 
Schneider et al. (2011) assessed the usability of 
Prêt à Voter version 1.0 (Bismark et al., 2009). 
Although participants were able to cast their votes, 
audit them, and check for inclusion on the bul-
letin board, comments showed that they did not 
understand some of the design decisions, and in 
verifying their ballot, expected to see the name of 
the candidate they had voted for. Karayumak et al. 
(2011b) identified that although voters were able 
to verify their vote when instructed to do so using 
modified interfaces of the Helios voting system 
(Adida, 2008), they lacked an understanding of 
the need for verifiability. Carback et al. (2010) 
observed from comments by voters who had voted 
with Scantegrity II in a municipal election that 
voters did not understand about verifying their 
votes online.

Recommendations

• R-ID-CV-1: Voters should be provided 
with clear instructions that are easy to un-
derstand and follow to verify whether their 
vote is properly encrypted (cast as intend-
ed) and stored (stored as cast).

• R-ID-CV-2: Appropriate help features 
should be integrated for cryptographically-
verifiable e-voting, taking into account the 
different types of voters, ranging from first-
time voters, to frequent voters.

• R-ID-CV-3: Voter education is recom-
mended in cryptographically-verifiable 
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e-voting as voters may not understand the 
need for verifiability, and instead expect a 
secure system that does not require one to 
carry out verifiability steps.

Future Work

• FW-ID-CV-1: It is recommended that vot-
ers’ mental model and voter education be 
investigated in future research, with the 
aim of eliminating confusion and the re-
luctance to carry out the necessary verifi-
ability steps.

• FW-ID-CV-2: Further research should 
investigate voters’ view of the amount of 
time it takes to verify votes in the case 
of cryptographically-verifiable e-voting 
systems, whether they find it too long or 
acceptable.

LESSONS LEARNED AND 
RECOMMENDATIONS 
FOR USER STUDIES

In this section, we summarize lessons learned 
from the literature surveyed regarding conducting 
user studies to evaluate the usability of e-voting 
systems. As such, we use the term participants, 
rather than voters. The discussion here focuses 
on Relevant Methodology, Considering Ecologi-
cal Validity, and Maintaining Vote Secrecy. We 
notice interaction between these three areas as 
they relate to the approach used in e-voting stud-
ies. Incentives for Participants, Number of Par-
ticipants in E-Voting User Studies, Considering 
Voter Information Processing Capabilities when 
Designing User Tasks for Studies, and Considering 
Ethical Issues focus specifically on participants. 
We wrap up with Errors due to Technology used 
in User Studies. We make recommendations that 
are relevant for researchers interested in carrying 
out user studies, and researchers interested in open 
questions for further research. Contradictions and 

open research questions will be recommended for 
further research.

Relevant Methodology

Some researchers in the literature surveyed apply 
several HCI methodologies on the same system, 
beginning with an evaluation by experts, then 
moving on to user studies with actual users. Bed-
erson, Lee, Sherman, Herrnson and Niemi (2003) 
used an expert review, close-up observation and a 
field study. Herrnson et al. (2006) used an expert 
review by computer-human interaction experts, 
a laboratory experiment, a large field study and 
natural experiments in two US states. Traugott et 
al. (2005) describe natural experiments as observ-
ing changes in the real world and investigating 
their consequences. Karayumak, Kauer, Olembo 
and Volkamer (2011a) started with a cognitive 
walkthrough on Helios version 3.0 and the im-
proved interfaces were tested in a user study by 
Karayumak et al. (2011b).

A high number of interface and interaction is-
sues are likely to be identified by experts and these 
can be dealt with before users are involved. System 
reviews with experts can take a shorter amount of 
time, and identify a high number of critical errors, 
compared to testing with users, a process which 
may take longer and cost more. Furthermore, an 
all-rounded view of the systems is obtained using 
different research methodologies. Pilot studies are 
critical in identifying issues before users interact 
with the systems (Sharp et al., 2007).

Recommendations

• R-US-RM-1: We recommend the follow-
ing methodology: A usability study should 
begin with an evaluation involving experts, 
after which changes can be made to the 
e-voting aspect under study based on the 
feedback received. As a second step, a user 
study should be carried out. Note that be-
fore the user study is carried out, pilot stud-
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ies are necessary to identify any difficult or 
unclear issues in the study design. If a lack 
of understanding of the e-voting system 
aspect under study is observed, the vot-
ers’ mental model should be investigated. 
Based on feedback from participants after 
the user study, the e-voting should be re-
designed. The re-design should be tested 
in subsequent user studies, and several 
iterations at this stage may be necessary, 
switching between re-design and small 
user studies for user feedback. Finally, field 
studies should be carried out, where the re-
designed e-voting system can be tested in 
a real election with real voters. Exit polls 
should accompany the field studies, to ob-
tain voters’ feedback on the e-voting sys-
tem, and related aspects being studied.

Considering Ecological Validity

Ecological validity considers the extent to which 
the results of an experiment can be applied to 
real-life conditions (Patrick, 2009). As a result, 
researchers want their studies to be as realistic 
as possible. Schneider et al. (2011) designed a 
ballot similar to that of UK elections in order to 
give participants a familiar voting experience. 
The study in Byrne et al. (2007) found that the 
frequency of errors was not affected by the use 
of fictional candidates.

Cross II et al. (2007) set up two voting booths 
in the lobby of a student union building, in order 
to provide a noisy environment similar to that 
available during actual elections. In Fuglerud and 
Røssvoll (2011) participants could decide in which 
location to conduct the test and were encouraged 
to use their own PC and equipment. Weber and 
Hengartner (2009) had each participant used their 
own laptop and email address.

Field studies, or exit polls, can also be carried 
out to obtain feedback from voters after they have 
voted in a real election. Carback et al. (2010), report 

on an exit poll carried out after voters voted in a 
real election using Scantegrity II at Takoma Park. 
Herrnson et al. (2005) carried out an exit poll out 
after participants voted in an actual election. Van 
Hoof, Gosselt & de Jong (2007), and de Jong, van 
Hoof and Gosselt (2008) also recruited participants 
immediately after they cast a vote in a real, national 
election. If this is done, however, there may be 
legal requirements to satisfy, for example, van 
Hoof et al. (2007) had to have election questions 
that were unrelated to the real election questions. 
A second challenge is that participants may cast a 
vote for the same candidate they voted for in the 
real election, or try to avoid revealing their true 
vote, in the case where real ballots are used, by 
randomly selecting candidates. This then makes 
error detection difficult as participants cannot 
recall their vote selection (Selker et al., 2006).

The tasks that participants carry out can be 
structured as real tasks similar to those in real 
elections. Herrnson et al. (2008) gave participants 
tasks to carry out, for example change a vote, cast 
a write-in vote or omit a vote for one office, but 
also asked them to make selections on their own 
in response to information about specific candi-
dates to keep them engaged in the process. How 
participants interact with the voting processes can 
also resemble real scenarios. In Chisnell et al. 
(2009b), participants worked in pairs, to mimic 
a realistic situation for poll workers.

Rather than setting up a mock election, we 
find attempts made to give a real election whose 
results participants can be interested in. De Jong 
et al. (2008) had participants vote for a charity 
organization to receive a 1,000 Euro donation. 
This gave the participants a clear purpose and 
immediate implications to their voting. Winckler 
et al. (2009) also asked participants to vote for a 
charity organization. In MacNamara et al. (2012) 
participants voted for their favorite country from 
four available options. Participants in the study 
by Cross II et al. (2007) voted on the best burger 
and fries from options given.
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Recommendations

• R-US-EV-1: Ballots used in user studies 
should be similar to those used in real elec-
tions to minimize confusion and the num-
ber of errors from participants.

• R-US-EV-2: Researchers should select 
one of the following approaches to provide 
ecological validity: a) The ballot used in 
the study should be similar to a real bal-
lot, for example based either on the candi-
dates listed, the design of the ballot, or the 
number of races provided. b) The voting 
environment should be similar to that of a 
real election, either by the voting machines 
used, or holding the election in a location 
where real elections are held, for example 
in a town hall. c) Giving voters tasks simi-
lar to tasks in a real election, for example, 
picking a ballot paper, marking their bal-
lot in the voting booth, and dropping their 
ballot in a ballot box. Though this example 
is for polling station and paper-based elec-
tions, the same can be used for Internet vot-
ing where voters are made aware that they 
are in the voting booth (marking candi-
dates) and dropping their ballot in the bal-
lot box (submitting the vote). d) Running 
an election for which participants are more 
likely to be interested in the results, for ex-
ample a charities’ election.

• R-US-EV-3: This recommendation in-
cludes suggestions that are optional for 
the researcher. Where mock elections are 
set up for user studies, they should give 
a realistic feel to the participants, for ex-
ample, in the design of the ballot, or in the 
location of the study. Fictitious candidates 
can be included in ballots for user studies. 
As argued in the literature surveyed, this 
increases the life span of the research in-
struments used, and they do not become 
obsolete in a short period of time. User 

studies can also be set up in the partici-
pants’ natural environment, or in the case 
of Internet voting, should use the partici-
pant’s equipment where possible, in order 
to be realistic.

Maintaining Vote Secrecy

A trade-off between vote secrecy and identifying 
participants’ voting errors in user studies is seen, 
for example in van Hoof et al. (2007), where 
participant numbers were marked on the paper 
ballot to check if participants voted correctly. A 
camera recorded the voter interaction with the 
voting machine, and researchers could see the 
actual voter input. Some participants seemed to 
vote for the same candidate they voted for in the 
real election as participants, though instructed 
which candidates to vote for, instead cast votes 
for other candidates. In Conrad et al. (2009), the 
participant first indicated to an experimenter 
which candidates he intended to vote for. Some 
researchers seem to be aware of this challenge, 
for example, MacNamara et al. (2010) report that 
they did not identify voter intention in their study 
in order to preserve secrecy of the ballot.

Recommendations

• R-US-VS-1: Where possible, researchers 
should preserve vote secrecy, or inform 
participants when it will not be preserved. 
As an example, researchers can direct vot-
ers which candidates they should vote for, 
but should not link the vote to the partici-
pants (for example, by randomly giving 
voter slates in the study). Researchers can 
then compare expected votes with actual 
votes to identify error the rate.
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Incentives for Participants

In user studies, participants are often given finan-
cial or in-kind incentives to motivate them and 
improve their engagement in the study. However, 
this might not apply in e-voting studies. Goggin 
(2008) attempted to mimic voter motivation as in 
a real election, and offered participants a $5 USD 
bonus for voting accurately, that is, voting for the 
same candidates in all ballots in the study. The 
bonus was found not to increase voter motivation 
for accuracy.

Recommendations

• R-US-IP-1: Researchers should offer fi-
nancial or in-kind incentives to partici-
pants in user studies.

Future Work

• FW-US-IP-1: Future research should in-
vestigate if incentives will improve partici-
pants’ engagement in e-voting studies.

• FW-US-IP-2: A second question should 
explore the role of intrinsic motivation 
in engaging participants in e-voting user 
studies, for example, by motivating them 
to participate in studies in order to be part 
of improving the usability of e-voting 
systems.

Number of Participants in 
E-Voting User Studies

The user studies reviewed in the literature surveyed 
have recruited varying numbers of participants; 
the smallest we identified was 7, and the larg-
est 1,540. There are guidelines available on the 
number of users necessary for results of a study to 
have statistical significance (Cook and Campbell, 
1979). With usability studies, the number of par-
ticipants is determined by the resources available 
for the study, including time and finances, as well 

as the study design. Lazar, Feng and Hochheiser 
(2010) recommend 15 – 20 participants pointing 
out that smaller studies may miss out on some 
useful results.

Recommendations

• R-US-NP-1: It is recommended that re-
searchers determine the number of partici-
pants for their e-voting studies based on 
the resources available, the study design, 
and whether statistically significant results 
are required. For statistically significant 
results, statistical techniques can be used, 
based on the desired degree of confidence, 
to identify the number of participants from 
the sample population. If statistically sig-
nificant results are not required, studies 
should have, as a minimum, 15 – 20 partic-
ipants, depending on the goals of the study.

• R-US-NP-2: Field studies should have 
a large number of participants, as the re-
sults will be representative of a larger 
population.

Considering Voter Information 
Processing Capabilities when 
Designing User Tasks for Studies

In the study by van Hoof et al. (2007), participants 
were instructed which candidate to vote for, and 
were expected to memorize this and vote for the 
same candidate twice, using a voting machine and 
a paper ballot. The paper reports that participants 
voted for the wrong candidate as they could not 
remember the voting task. Research in psychology 
points to human limits in processing information 
(Miller, 1956), with proposals being made for 
grouping information that is presented to aid recall.

Recommendations

• R-US-VIP-1: Researchers should not re-
quire participants to remember voting 
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tasks, and instead should provide both 
written and verbal instructions on what 
tasks participants are expected to carry out.

Considering Ethical Issues

As user studies involve human participants, ethi-
cal issues have to be taken into account (Lazar et 
al., 2010). In the literature surveyed, we see that 
researchers may be required to obtain approval 
from a university institutional review board (IRB) 
(Carback et al., 2010). In some studies, we see 
participants being informed about the goals and 
objectives of the study and signing consent forms 
before taking part in the study (Everett et al. (2006); 
Greene et al. (2006); Fuglerud & Røssvoll (2011)). 
Informing participants fully of the objectives of 
a study however presents a challenge since par-
ticipants may change their behavior once they are 
made aware of the goal of the study, or try to act 
in a manner they think appropriate, for example 
in a study on verifiable e-voting systems, they 
may verify their vote in the study, but they may 
not do so in a real election.

Recommendations

• R-US-EI-1: Usability study design as 
well as tasks for participants should be re-
viewed to ensure that they do not violate 
ethical requirements.

• R-US-EI-2: Participants should be in-
formed about the goals of the study either 
before or after the study.

• R-US-EI-3: Participants should sign con-
sent forms before participating in e-voting 
usability studies.

• R-US-EI-4: Where a university ethics 
board or institutional review board is avail-
able, these should check that the study de-
sign and materials consider ethical issues. 
Where these bodies are not available, or 
cannot offer necessary guidance, research-
ers should take the responsibility of sepa-

rately reporting how they have met stan-
dard ethical requirements (see Burmeister, 
2000).

Future Work

• FW-US-EI-1: Future research in usability 
of e-voting systems should investigate how 
to handle ethical issues, besides requiring 
full disclosure to participants as this may 
not match with e-voting study objectives.

Errors Due to Technology 
Used in User Studies

In MacNamara et al. (2010) the e-voting system 
being tested was found to have misclassified 38 out 
of 332 votes (an error rate of 11.4%), majority of 
which were caused by a faulty hybrid pen. When 
these misclassifications were removed, the error 
rate was much lower, standing at 3.9%.

Recommendations

• R-US-ET-1: Researchers should use 
equipment whose development has been 
completed and tested, in order to avoid er-
rors arising in actual user studies.

LESSONS LEARNED AND 
RECOMMENDATIONS FOR 
USABILITY CRITERIA

In this section we discuss lessons learned from the 
literature regarding Metrics for Usability Evalu-
ation, which describes the measures used in the 
literature surveyed to measure usability. In the 
next subsection, Usability and Design Guidelines, 
we focus on guidelines identified in the literature 
surveyed. We close by discussing The Need for 
Baseline Data in evaluating usability. Research-
ers seeking to identify usability criteria for their 
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research will find useful information. We also in-
dicate open research questions for future research.

Metrics for Usability Evaluation

In the literature surveyed, we observe that a 
large number of studies used the three metrics 
for usability from the International Organization 
for Standardization (ISO) namely, effectiveness, 
efficiency and satisfaction. (Goggin, 2007; Gog-
gin, 2008; Campbell & Byrne, 2009a; Everett et 
al., 2006; Greene et al., 2006; Byrne et al., 2007; 
Everett, 2007). These three metrics have also 
been recommended by the National Institute of 
Standards and Technology (NIST) as appropriate 
to evaluate the usability of e-voting systems (Las-
kowski et al., 2004). In some studies, the criteria 
used were not identified as those recommended 
by ISO, yet the data collected concerned voter er-
rors, ballot completion time, and voter satisfaction 
(MacNamara et al., 2011b; Conrad et al., 2009; 
MacNamara et al., 2010).

Everett et al. (2008) used errors and the Sys-
tem Usability Scale (SUS) (Brooke, 1996) while 
van Hoof et al. (2007) only used the error rate to 
evaluate usability of the e-voting system. The SUS 
has also been used by MacNamara et al. (2011a), 
while Winckler et al. (2009) used SUS in addition 
to the Unified Theory of Acceptance and Use of 
Technology (UTAUT) model (Venkatesh, Morris, 
Davis and Davis, 2003).

Finally, a number of other approaches have been 
used, for example, Fuglerud and Røssvoll (2011) 
used accessibility guidelines, for example, the 
Web Content Accessibility Guidelines (WCAG) 
2.0 from the World Wide Web Consortium (W3C) 
(W3C, 2008), expert evaluation using personas, 
and subjective ranking of prototypes by partici-
pants and Cross II et al. (2007) used Likert-scale 
type questions to evaluate usability. Bär et al. 
(2008) compare the usability of Bingo Voting 
to Prêt à Voter (Bismark et al., 2009), Punchs-
can (Popoveniuc & Hosp, 2010), and a scheme 
by Moran and Naor (Moran & Naor, 2006), all 

verifiable voting schemes. The authors use the 
effort needed for voting and additional steps for 
the voter to ensure correctness, as measures to 
compare the usability of these schemes. CAPC 
(2006), Oostveen and Van den Besselaar (2009), 
Karayumak et al., (2011b) and Herrnson et al., 
(2008) gave voters questionnaires developed by the 
authors to obtain voters’ subjective assessments, 
and used these to evaluate usability. CAPC (2006) 
also used heuristics developed by the researchers 
for the expert review. Chisnell et al. (2009a) and 
Chisnell et al. (2009b), Herrnson et al. (2006), 
Laskowski and Redish (2006), Kimball and Kropf 
(2005) and Roth (1998) used guidelines developed 
by the researchers themselves.

The challenge with using different approaches 
to evaluate usability of e-voting systems is that 
it makes it difficult for researchers to effectively 
compare the usability of the systems, particularly 
if these approaches are not replicable by other 
researchers.

Recommendations

• R-UC-MUE-1: It is recommended that a 
standardized approach to evaluate usabil-
ity is adopted, for example, using the three 
ISO measures of effectiveness, efficiency 
and satisfaction.

Future Work

• FW-UC-MUE-1: Where existing usabil-
ity metrics are insufficient to evaluate us-
ability aspects, for example in verifiable 
e-voting systems, future research should 
explore new metrics, for example, number 
of actions for voters, and learnability of 
interfaces.

Need for Baseline Data

Baseline data provides a benchmark against which 
researchers can compare the usability of e-voting 
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systems. Three studies were identified as having 
been carried out with the specific objective of 
providing baseline data. Everett et al. (2006) mea-
sured the usability of the three traditional paper 
ballots, namely bubble, arrow and open ballots. 
Greene et al. (2006) focused on lever machines, 
arrow and bubble ballots, and Byrne et al. (2007) 
investigated paper ballots, punch cards and lever 
machines.

Recommendations

• R-UC-BD-1: Usability evaluations of tra-
ditional e-voting systems should be carried 
out with the specific objective of provid-
ing baseline data to allow for compari-
son between traditional and new e-voting 
systems.

FUTURE RESEARCH DIRECTIONS

There is a need for further research to determine 
how to design usable e-voting systems, how to 
evaluate the usability and which usability criteria 
to apply. This is especially the case for verifiable 
and cryptographically-verifiable remote electronic 
voting systems, where users can carry out extra 
steps to verify their vote before casting it. Mental 
models have only recently been investigated in 
e-voting but they are an important aspect to un-
derstand so as to improve the usability of e-voting 
systems. Consequently, more research should 
be done to identify voters’ mental model, par-
ticularly applied to cryptographically-verifiable 
e-voting systems, where voters are seen to lack 
understanding (see for example, Carback et al., 
2010; Schneider et al., 2011; and Karayumak et 
al., 2011b).

Research has been carried out that compares the 
usability of DREs to traditional voting methods in 
order to provide baseline data for comparison with 
new e-voting systems. This should be extended 
for different types of elections, ballots, and races.

In many of the e-voting studies surveyed, the 
criteria that have commonly been used to evaluate 
usability have been efficiency, effectiveness and 
satisfaction. There are no studies where learn-
ability of e-voting systems has been tested. We 
consider learnability to be relevant measures, es-
pecially for cryptographically-verifiable e-voting 
systems, because it can show how easy it is for a 
voter to re-learn how to use an interface after a 
period of time where they have not used it (Rubin 
& Chisnell, 2008). We therefore recommend that 
this be investigated in future research.

Furthermore, although there is a standard 
available for criteria with which to assess the 
usability of e-voting systems (Laskowski et al., 
2004), our survey of the literature shows that this 
is currently not in use across studies of usability 
in e-voting. Researchers have applied different 
criteria to determine usability of e-voting systems 
making it difficult to compare the usability. Some 
research however has applied the ISO 9241-11 
standard (ISO, 1998), which gives metrics for 
usability. More research is needed to identify 
criteria that can be applied uniformly for usable 
e-voting systems. If the existing criteria are insuf-
ficient, there is need for further research to expand 
them to accommodate newer e-voting systems or 
develop new criteria.

Bederson et al. (2003) refer to research on ballot 
position having an effect on the candidates that 
are selected. As such, they point out that ballots 
designed in user studies can incorporate techniques 
to randomize candidate order. They also indicate 
that this can create difficulty for voters who have 
pre-planned their voting. Given that Prêt à Voter 
(Bismark et al., 2009) randomizes the candidate 
order on the ballot, further research should inves-
tigate how this affects voters in elections where 
Prêt à Voter is used.

Most of the research found in the literature 
surveyed focused on the voter perspective, and 
in this book chapter, we also focus on the voter 
perspective. However, Chisnell et al. (2009a, 
2009b), Goggin (2008), and Claasen, Magleby, 



193

E-Voting System Usability

Monson and Patterson (2008) specifically focus on 
poll workers. Further research should investigate 
usability issues for this group of stakeholders.

CONCLUSION

In this book chapter we have focused on the us-
ability of e-voting systems, and have reviewed and 
summarized lessons learned regarding interface 
design principles, user studies, and usability cri-
teria. We have made recommendations ideally for 
three groups of researchers: those interested in de-
signing e-voting system interfaces, those interested 
in carrying out user studies in e-voting, and those 
seeking for further research in this field. We have, 
in addition, indicated open research questions in 
the field of usability and e-voting that researchers 
can carry out to extend knowledge in the field.

This work shows that a lot of research has been 
done on DREs and traditional voting methods, but 
that in comparison, research on the usability of 
cryptographically-verifiable e-voting systems, and 
Internet-voting systems is wanting. However, both 
are more challenging; cryptographically-verifiable 
e-voting systems use terms that many voters may 
not be familiar with, and in Internet voting there 
is no poll worker available who the voter can ask 
for help or instructions. Research efforts need to 
be geared in this direction.

With the adoption of verifiable and partially-
verifiable e-voting systems, for example in Norway 
(Stenerud & Bull, 2012), usability is an important 
consideration to avoid disenfranchising voters. 
So far, we see research carried out to reduce the 
technical complexity of verifiability, for example, 
in Eperio (Essex, Clark, Hengartner & Adams, 
2010). This is one step in improving the usability 
of e-voting systems, making it possible for all who 
choose to cast their vote by electronic means to 
do so without undue difficulty. More and more 
e-voting systems, however, need to focus on and 
improve usability.
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KEY TERMS AND DEFINITIONS

DRE Voting Machines: A voting machine 
with mechanical or electrical components for 
recording votes. DRE voting machines are used 
at the polling station, where the voter can cast an 
electronic vote, but in a supervised location, given 
the presence of election officials.

E-Voting: A means of voting where either 
the vote casting processes or the tallying of the 
results are carried out using electronic means. 
As an example, this can involve using electronic 
voting machines, or Internet voting systems for 
vote casting, and optical scanning techniques for 
vote capture and tallying.

Mental Models: This is considered a person’s 
cognitive internal representation of how something 
works in the real world. Users create these con-
ceptual models to explain how they understand an 
object to work, and their interaction with it. These 
models are not necessarily an accurate reflection 
of how the object actually works.

Remote Electronic Voting: This also refers 
to Internet voting. In this case, the voter is able to 
cast his vote in an unsupervised location, whether 
from his home or office. Given the unsupervised 
nature of voting, there are concerns of vote buy-
ing or selling.

Usability Criteria: Measures used to as-
sess whether an e-voting system meets usability 
goals. These criteria include efficiency (speed of 
performance), effectiveness (rate of errors) and 
subjective satisfaction. Other criteria are time to 
learn and retention over time.

Usability Evaluation: Studying the extent to 
which an e-voting system is fit for use and meets 
the goals of the voters. This is a process by which 
designs are assessed and systems tested to ensure 
they behave as expected, and meet voter expecta-
tions. Usability evaluation can be carried out by 
expert analysis or by user participation.

User Studies: Unlike what the name might 
suggest, these are tests carried out to determine 
how users perform with an e-voting system. The 
goal of user studies is to test if the e-voting system 
can be used by voters to achieve their desired goals.

Verifiable E-Voting Systems: These are e-
voting systems (whether polling station-based or 
remote) that allow the voter to check that his vote 
is received and recorded correctly by the voting 
system, and that it is included in the final tally.

ENDNOTES

1  Typically the voting age is set at 18 years, 
however some countries set it at 16 years, 
and others at 21 years. There is no maximum 
voting age requirement.

2  Note that Voter Verifiable Audio Audit Tran-
script Trails (VVAATT) have been proposed. 
We do not consider them here as they aim 
to provide verification to visually-impaired 
voters.

3  The voter has not made more than the al-
lowable number of selections for any race.

4  The voter has not made less than the allow-
able number of selections for any race.

5  Roll-off is the failure to cast votes for some 
offices on a ballot (Bederson et al., 2003).

6  Residual vote rate is the difference between 
the number of ballots cast and the number 
of valid votes cast in a particular contest.

7  Straight party voting (SPV) allows a voter, 
by a single choice, to select all the candidates 
of a party on a given ballot


